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1. Introduction

Calls for greater transparency in research practices and online publication of raw data are transforming research in all fields (Schooler 2014; Grahe 2018). Survey methods are also changing; moving from pen-and-paper surveys to digit tablets or online platforms allows for more data about the survey to be collected, stored, and analyzed (Hughes, Haddaway, and Zhou 2016). This data about the survey is categorized as metadata (data about the data) and paradata (data about the process of collecting the data). The accessibility of metadata and paradata allows researchers to validate the data collection process with greater integrity (Couper 2005). Utilizing paradata and metadata in sampling and survey data collection is one answer to the call for greater transparency, but it is not a panacea as processes of data collection and sampling are still marginalized in most social science literatures and practical strategies and best practices are rarely taught in classrooms.

Survey technology, with the ability to utilize metadata and paradata is now affordable and accessible to even small-scale researchers. But there are not clear guidelines on what to do with paradata (Lynn and Nicolaas 2010) The theoretical recommendations that do exist are often targeted at large-scale, nationally representative surveys. Detailed sampling frames and methodological reports published about these large projects outline cross-country comparability and high-level theoretical equations applied to large sample sizes2. But most researchers, particularly graduate students or early-career faculty, will not be involved in data collection on a large scale because of limitations of cost, budget, time, collaborators, expertise, or niche topics. Individuals aiming at independent field work and data collection struggle to apply literature and theory describing large-scale surveys to answer practical decision-making concerns in small-scope projects.

Small pilot projects are the bedrock of academic curiosity and exploration but lack the high-profile status of well validated and published large-scale quantitative research. Researchers learn many practical aspects of designing and implanting sampling frameworks via small-scale studies. New theories or hypothesis can be tested to provide justification and support when applying for grants or planning larger studies. Small survey projects also accompany qualitative

---

2 Some examples of cross country surveys conducted in developing countries include the Demographic and Health Surveys (The DHS Program 2021), the UNICEF MICS surveys (UNICEF 2020), and the PMA2020 surveys (Zimmerman 2017)
work and mixed methods work (Onwuegbuzie 2007). Practitioners often learn from doing as they gain on-the-ground experience with the messy reality of fieldwork and adapt sampling methods to the local socio-political environment. Yet when it comes to publishing academic work, the messiness of the sampling process is often sanitized through the careful reporting of handpicked success rates that smooth over the details and complexity of the sampling processes. To discuss vulnerabilities in the data is to risk rejection by journal referees. As a result, first-time survey researchers doing small projects lack published examples. This creates a gap in the literature right at the intersection of validation and transparency.

This paper describes three small-scale pilot studies and highlights challenges of field research by taking a detailed look at the entire process of collecting survey data: from the decisions over what type of sampling strategy to use, through the implementation of the strategy in the field, and finally to the reporting of successes and failures of that process. This holistic view is aimed at development practitioners working at intergovernmental or nongovernmental organizations or independent researchers who intend to publish in academic journals.

Through three case studies, this paper describes the sampling processes used in the Animating Children’s Views (ACV) project in rural and urban Tanzania in 2018 and peri-urban Nepal in 2019. The project’s goal was to produce random sample of households in each of the case study locations. However, due to the physical logistical limitations and social structures of geo-political life in each location, this proved to be complicated. Building on traditional methodologies for sampling frameworks in developing countries, the three case studies implemented three different sampling strategies: proportional stratified sampling (rural Tanzania), multi-stage sampling with two rounds of randomization (urban Tanzania), and geographically dispersed sampling with three stages of randomization (peri-urban Nepal). This paper will describe the logistical processes of sampling in each of these three case studies and consider how differences in social structure affects decisions related to the sampling and data collection (Parts 2-4). The results of the sampling process are summarized according to the Total Survey Error framework (Part 5). Then we compare the results of data collection for each of the cases studies through various reporting measurements common in academic publications, such as success rates, response rates, refusal rates (Part 6) and produce sample weights and population estimates (Part
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3 At each household, one adult (usually the mother) was surveyed in addition to all children age 12-17-years-old who resided in the household. This paper describes only the process of sampling and surveying households, not specifically the individuals within the household. Unless otherwise specified, a sampled and surveyed household refers to a household where the field team interviewed one adult and at least one child in the age range.
constructed using survey paradata. By constructing these measures, we evaluate the goal of creating comparable samples in three sites, though we do not claim to generalize to a broader target population nor intend to pool the data across the pilots. We suggest the measures described – success rates, response rates, refusal rates, sample weights, and population estimates – are commonly oversimplified in published research in ways that mask the complexity of the data and data collection process. Finally, we propose guidelines that indicate which measures allow for transparency in cases of sampling designs for small scale projects (Part 9).

1.1 Total Survey Error Framework

The field of survey research aims to improve sampling and data collection methodology and decrease errors in statistical measures. The Total Survey Error (TSE) framework established by Groves (Groves 2011; Groves and Lyberg 2010) provides a theoretical understanding of the process of conducting a survey and identifies areas of potential bias [Figure 1]. Briefly, conducting a survey has two major potential components: measurement and representation. The measurement side encompasses the validity of the survey instrument in capturing data that accurately represents the concepts it intends to measure. The representation side include the progression from the target population to the sampling frame, sample, and respondents. One major critique of the TSE is the lack of quantifiable measurement recommendations for the different types of error found along the process of conducting a survey (Groves and Lyberg 2010). Nonetheless, it can be a useful tool for survey practitioners to explicitly explore the possible errors in their survey.

[Figure 1]

In this paper, we use the TSE framework to conceptualize areas of potential bias and error in the ACV pilot studies specifically on the representation side. We do not address issues of measurement and instrument design. Within the representation side of the TSE, there are three main sources of potential error:

- **Coverage error** occurs when establishing a sampling frame from a target population
- **Sampling error** occurs when producing the sample from the sampling frame
- **Nonresponse error** occurs when identifying and collecting data on respondents from the sample.

We first discuss coverage and sampling error in reference to the sampling processes of three ACV pilot studies in the following sections. Nonresponse error will be addressed in greater detail in
section 5 as we discuss different potential challenges of identifying, finding, and surveying respondents from the sample.

1.2 Background on Sampling Frames

A sample, in survey research, represents a population without conducting a census (Hubbard et al. 2016). It is important to first establish some general terminology. The target population is the population of interest for the survey. For example, the target population could be all households in a specific geographic area or all individuals with a shared characteristic, such as attending a specific school. In the ACV pilot, the target population is all households with at least one child age 12-to-17 living in specified geographic areas: a village in rural Tanzania, a specific urban area in Tanzania, and selected municipalities in Nepal. A sampling frame identifies all eligible units (i.e. households, individuals) of the target population. Ideally, this is a complete list of all members of the target population; for example, a list of all households and household members in the geographic area or a full roster of all students attending a school. The sampling frame is rarely a complete list and is often constructed via probabilistic selection or from multiple sources. From the sampling frame, a sample is drawn of individual units (households, individuals) who will be contacted to participate in the study. The sample is a representation of the target population drawn from the sampling frame using a probabilistic method\(^4\).

When a sampling frame contains complete information about the target population, a simple random sample can be drawn from the sampling frame. However, this process is rarely as easy or as simple as it may seem. Random sampling in developing countries can be difficult, depending on availability of current population data, accurate spatial boundaries, and clearly organized and labelled households and communities. In areas that lack accurate or complete sampling frames, additional sampling techniques must be applied to create a representative and probabilistic sample of the target population. At the forefront of the research on developing sampling frames are epidemiologists, who generally use the Expanded Program for Immunization (EPI) framework developed by the World Health Organization in health studies; an early example of this method found in (Henderson et al. 1973). EPI sampling methods generally have a two-stage (or more) sampling process. First, communities or clusters are purposefully or randomly selected within a larger geographic area. For example, a sample of villages may be selected

\(^4\) Summarized from Survey Research Center (2016).
within an entire country. Following the identification of communities, the EPI method requires either a complete list of households in the target population – which can be all households or households with a specific sub-population characteristic (e.g. children 0-5) – to create a random sample or another method of randomization can be used to determine which households to sample. Few communities have such a list readily available; often, the only reasonable alternative is to conduct the census of households oneself, which can be expensive and time consuming. If this cannot be done, sampling methods such as a random walk or “spin the pen” method may be used to identify households, though these techniques are subject to criticism of their possible lack of probabilistic nature (Grais, Rose, and Guthmann 2007; Bauer 2016). Another option is to work with a national statistical office, which often requires complicated social relationships and a recent national census.

The EPI sampling method is considered the standard for sampling and has been adapted by many major cross country survey organizations in developing countries, including the Demographic and Health Survey Program (The DHS Program 2021). Modifications of this method have generated a rich diversity of sampling frames reminiscent of EPI as researchers adapt the method for the inclusion of new technologies such as GPS and satellite imaging (Haenssgen 2015; Wampler, Rediske, and Molla 2013; Kondo et al. 2014) or greater statistical specificity (Turner, Magnani, and Shuaib 1996; Milligan, Njie, and Bennett 2004). New technologies such as computer-aided personal interviewing (CAPI) have allowed researchers additional tools for sampling, tracking data collection, and verifying data quality (Savel et al. 2014; Hughes, Haddaway, and Zhou 2016; Caviglia-Harris et al. 2012; Abelsæth 2012).

While the use of technology moves the field of sampling and survey research forward, these modifications to accommodate more complex probabilistic sampling are challenged by the reality of conducting research in developing countries. The demands of each location are accompanied by limitations including lack of accurate and up-to-date data from government officials and cooperation or resistance of local leaders. Large data projects also tend to hire large field teams; it is difficult to completely account for differences among individuals doing the data collection and sampling, despite best efforts of training and streamlining survey procedures. The social and human element plays an important but underreported role in the success or failure of any field work project.
1.3 Animating Children’s Views Project

The goal of the three pilots described in this paper was to produce three studies that were of similar size and deployed similar research designs. The Animating Children’s Views (ACV) project is a mixed methods study that developed a new survey methodology; it uses cartoon videos to survey children about their views and perspectives on issues that are facing young people. The ACV pilots establish a methodology that could be expanded to a national or cross-national scale (Levison and Bolgrien 2020). The methodology is currently being tested in small pilot studies designed as household surveys, for eventual use by large-scale survey operations. Person-to-person interviews use the tablet-based survey software SurveyToGo (Dooblo, n.d.). Built into the SurveyToGo software are quality check measures that track time spent on each question, possible modifications to answers, or falsification of data. Although the ACV project is small in scope and overall budget, the project sought to mimic a large representative household survey in both design and sampling strategy using EPI and other sampling literature as the foundation for developing context specific sampling frames. The project sampled from the target population of households with 12-17-year-old members. These pilots provide realistic examples from which to examine and critique the process of applying textbook strategies in a complex and messy world, collecting data with small teams on limited budgets in three very different places.5

Many excellent textbooks and review articles have outlined different kinds of sampling frameworks (Johnson et al. 2019; Kish 1965; G. Kalton 1983). To use the language of Fottrell and Byaas (2008), the rural Tanzania pilot used a proportional stratified sample, the urban Tanzania pilot used a multi-stage sample where both stages included randomization, and the peri-urban Nepal pilot used a geographically dispersed sample with two stages of randomization and a random walk. For reference, the stages of sampling are outlined in Table 1. The literature relevant to each of these strategies will be outlined in more detail below. Each of these methods establishes a strategy that creates a sampling frame from a target population and then conducts a sample from the sampling frame.

[Table 1]
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5 This project is part of an ongoing protocol, approved by the Institutional Review Board at the University of Minnesota. The research was also reviewed for ethical and social appropriateness by COSTECH (Commission for Science and Technology) in Tanzania, district and municipality offices in Tanzania, and municipality offices in Nepal. Oral informed consent was obtained from local community leaders as they assisted in the sampling process in Tanzania.
2. Pilot 1- Rural Tanzania

Tanzania was selected as the first country to pilot the new ACV methodology. The East African country has a strong system of bureaucracy and local leadership within small communities of people. There are 30 major regions, divided into 169 districts that are divided into municipalities. In rural municipalities, villages are further divided into sub-villages. Urban municipalities are divided into wards, then “streets” (called mtaa (singular) or mitaa (plural) in Swahili), and finally ten-cells (originally groups of 10 households). Theoretically, there is a “ten-cell leader” who is responsible for knowing the identities of ten households living within a small area like a block; however, the size of cells varies greatly depending on the urban areas. The sub-village and ten-cell leaders are responsible for keeping lists of people in their cell or sub-village. Thus, Tanzania appears to be an ideal context to use a sampling strategy that relies on accurate household lists of current populations living in small spatial units even when national census data is out of date or not at a small enough spatial geography. The last census in Tanzania was conducted in 2012; since then the country has experienced a lot of population growth and migration, so the 2012 population figures were not likely to be accurate in 2018.

In Tanzania, the research team worked with a local survey research organization to hire a team of field researchers to conduct the sampling and the data collection. ACV conducted two pilot studies in Tanzania: one in a rural village and one in an urban city, both purposefully selected within Arusha Region in Northern Tanzania. The aim of these pilot studies was for the ACV study to mimic a large-nationally representative survey while being limited by a realistic budget and time constraints. We wanted to identify pilot areas diverse in ethnic groups, religions, and livelihoods located within the study area. By conducting pilots in the same region, we spent less time obtaining approvals and permission letters from regional officials. The target population of the ACV project is households with children 12 to 17 years of age. The intention was to survey one adult household member, preferable the mother, and at least one child in the 12-17 age range. We used probabilistic sampling; however, as described below, the project can only generalize within the geographic areas we worked in and not for Tanzania as a country. The authors were onsite to supervise the data collection process, with daily debriefings.
2.1 Village Selection in Rural Tanzania

In the rural Tanzania ACV pilot, we purposefully selected a single village for data collection. The village selected is adjacent to a small urban center along a major highway. The village was selected based on previous knowledge of its population as being diverse in religions, tribes, and livelihoods (Ritter et al. 2010). It was also selected for logistical reasons: it was within a single day’s drive from a major city where the team was based, the road to the village was passable in July, and the area had cell service to allow the team to communicate. Sampling and data collection were limited to a single 12-day time frame because of time and budget restrictions.

2.2 Sampling Process in Rural Tanzania

We used a proportional stratified sample based on the structure of rural villages in Tanzania. This strategy divides the village proportionally to the population of its sub-villages. The population of sub-villages varies; thus, a simple random sample would result in higher-population sub-villages having a higher probability of their households being selected. Proportional stratified sampling maintains the proportional share of participants by mandating a proportional number of households in each sub-village, the stratum, be included in the final sample. Randomization occurred within each of the sub-villages. Figure 2 show the process of sampling in rural Tanzania.

[Figure 2]

Each of the seven sub-villages in the village selected for the pilot was represented by a sub-village leader. After confirming cooperation from village leaders, we asked each sub-village leader to provide the research team with a written list of the persons and households living in their sub-villages. If a list did not exist already, we paid sub-village leaders for their time and help preparing the lists and identifying households. This process followed standard recommendations for EPI sampling to conduct complete enumeration of a selected area (Milligan, Njie, and Bennett 2004; Turner, Magnani, and Shuaib 1996). The success of this process will be discussed in further detail below.

For each sub-village, we counted the number of households and people identified by the sub-village leader. To conduct our study, we needed to sample only among households with children ages 12-17 years old. To do this, we assigned each household on the list (those with and

---

6 The village is unnamed for confidentiality reasons
those without children ages 12-17) a number. Then, using a random number generator, we identified households based on the order of the random number generator, keeping only those households with children ages 12-17 on our final list.

To implement the proportional stratified sample, the number of households per sub-village was capped based on a proportion of the total population of the village. These proportions were used as guidelines for the number of households successfully interviewed in each sub-village. The aim of our study was to survey approximately 100 households with children total in the village. On average, we needed 17 households per sub-village with smaller sub-villages needing a minimum of 13 and the larger sub-villages needing a maximum of 25 to be proportional to the overall population size of the village. We compiled lists of between 20-30 total households with children in each sub-village in order to account for refusals, inaccurate reporting of children’s ages on the household lists, and other problems such as not being able to find the physical location of the households or not being able to find the members of the household. In some sub-villages, listing 20-30 households with children 12-17 ended up being almost a census of households with 12-17-year-old children due to smaller overall population numbers. For all sub-villages, we achieved the desired number of households as proportional to the population of the village.

2.3 Social and Logistical Challenges in Rural Tanzania Sampling and Data Collection

Requesting and maintaining the assistance of local sub-village leaders during the sampling process was the first of many social challenges we faced as we conducted the sample and collected the data. The first step of creating a sampling list is to create an accurate sampling frame. Ideally to reduce coverage error, we hoped to create a sampling frame across the entire village before starting the sampling and data collection in any sub-village. We relied on the knowledge of the sub-village leaders to provide us with accurate information about the population. Some sub-village leaders were prepared and willing to share their lists openly with the research team. Others didn’t have lists and took several days to go door-to-door to enumerate the households. One leader would bring a few handwritten pages of lists on one day and then the

---

In the process of creating the sample frame from the sub-village lists, we knew that there would be households identified as being in the target population of those having a 12-17-year-old but that did not actually have a child of that age. It happened occasionally that the field team would arrive at a household and find that the intended child was actually 10, 11 or 18 years old. As we were able to anticipate this in advance, we were able to construct our sampling frame to accommodate this situation to reduce the potential of over-coverage affecting our coverage error.
next day, he would bring a few more. This resulted in lists being created while data collection in other sub-villages had already started. It was never clear if we had a complete list from this sub-village as the patience of the sub-village leader waned as the days went on and his enthusiasm for helping us diminished. There were also published figures of the population posted in the village office that provided a finer level of detail than figures from the last population census in 2012. We were not able to confirm exactly the date of publication for these posted figures as they varied substantially from the 2012 census numbers and from lists we collected from the sub-village leaders. These concerns fall into the Total Survey Error (TSE) framework potential for coverage error as they pertain to our ability to create a sampling frame from the target population.

In several situations, we completed the sampling frame but were missing several other pieces of information that would assist with the creation of sample weights and outcome responses during the analysis. Partial information varied across sub-villages. For example, for some sub-villages we recorded only the total number of households with children 12-17-year-old members but are missing information regarding the total number of households, and vice versa in others. Some of the sub-village leaders were only available to assist us on specific days, and we were unable to ask about the missing information or confirm our numbers within the data collection time frame. When we did not have proper enumeration of the target population results, overall population figures are estimated based on the information that was gathered when computing outcome measures such as response rates and survey metrics such as weights (discussed in detail in sections below). The social interactions needed to access this information, as described in the process of creating and generating the household lists, greatly depended on the sub-village leaders’ interest and availability in working with the research team. The population figures and full enumeration counts used to establish the proportional number of households needed in each sub-village resulted in underestimating the total number of sampled households we expected to be able to find in some sub-villages and overestimating in others.

In the TSE framework, sampling error may occur in the process of establishing the sample from the sampling frame. In addition to social limitations, during the sampling process there were other practical and logistical challenges. First, though our aim was to find children ages 12-17-year-old, we were limited by scheduling conflicts such as school hours and extra tutoring sessions attended by many of the children. It was important for the success of the project to interview the children in a non-school setting. We had to work around the school schedule to find times when school-going children were at home. Additionally, when we were selecting the village, we were not aware of a policy that required all secondary school children in the
municipality to attend boarding school. This is discussed in greater detail in sections below. Thus, the sample in the village pilot is missing many older children who were away from home and could not be interviewed in the 2-week period we were in the village. The limitation of school children and boarding school attendance was a logistical challenge in the survey process that potentially affects the sampling error.

Another logistical challenge arose due to transportation and budget issues. As we paid sub-village leaders to assist the data collection team in finding households, travelling between locations was time intensive and costly. Houses in the village were often spread out. The survey team was small and had only one vehicle. This also resulted in a lot of time that some members of the team spent waiting for others to finish interviews.

Concerns about safety also limited the team’s activities. In order to keep the team safe, we encouraged all interviews to conclude by sunset, which was approximately 6:15 pm in July. This protected team members but also severely limited the time interviews could be conducted with children after they returned home from school and before they were expected to do chores and other work responsibilities at home. Most of the interviews with adults happened during the day while children were at school. This allowed the field team to prioritize the interviews with children outside of school hours, but it created the additional barrier of needing to return to a house multiple times to meet with the adult and then again with the child or children. Many households also lacked electricity, which made it difficult for the field team to do their job and also may have created an uncomfortable environment for children being interviewed by strangers at dusk or, occasionally, in the dark.

In this first case study in rural Tanzania, the success of the survey team to create a proportional-stratified sample and carry out quality data collection required adapting every step of the process to the local village context. The ability to use the sub-village enumerated lists greatly helped simplify the creation of the sampling frame. This approach was only possible based on the bureaucracy of the sub-village system in rural Tanzania villages. However, even with this seemingly straightforward approach, the social and logistical challenges of field work shaped the data collection process and any potential coverage and sampling error. The quality of the data, metadata, and paradata was entirely dependent on the dynamics between the field team, the sub-village leaders, and the respondents working together to make the sampling and data collection a success.
3. Pilot 2 – Urban Tanzania

3.1 Selection of the Urban Tanzanian Pilot Location

The second pilot was in the booming northern city of Arusha (population: 416,442\(^8\)) that is growing rapidly as people migrate from rural areas. As in the village, the target population was households with at least one 12-17-year-old resident. Urban cities in Tanzania also operate within a hierarchical political system. This benefited our data collection, as it was not possible for us to sample the entire city on our budget. Unlike in the village pilot, it was not possible to conduct an enumeration of the entire city of Arusha. The first task of the ACV pilot was to identify a sampling unit that was small enough to have the household list that could be used as a sampling frame. Areas of Arusha were selected through a multi-stage sampling with two stages of randomization. This sampling method, like the multi-stage sampling technique in Fottrel and Byass (2008), is similar to the original EPI method of sampling which calls for the identification of clusters or strata and then the complete enumeration of the clusters in order to produce a household list; an example of this process is also described in Alves et al. (2012) in Brazil.

3.2 Sampling Process in Urban Tanzanian Pilot

First, it was determined that we would only sample within a purposefully selected municipality that represented the urban areas of the city. Like the rural village, the results from the urban Tanzania pilot can only be generalized to Arusha. There were many challenges in determining the study site because district and municipality lines do not exactly match with other geographic political borders, depending on the source. For example, the city of Arusha is located in Arusha Region, but we had to compare specific wards in order to determine which geographic area to sample: Arusha Municipality, Arusha Urban Municipality, or Arusha City. These three names represent similar, but not identical, geographic areas depending on political units that were not always clear to outside researchers\(^9\). Finding accurate lists of geographic areas required a local collaborator to make many trips to the municipality office. The sampling frame was based on the geographic boundaries of Arusha City (Arusha Mjini).

\(^8\) From the 2012 census publications
\(^9\) This is similar to the differences between counties, school districts, and congressional districts in the USA. It is imperative that the exact boundaries and units are known before proceeding with a sampling frame.
Within an urban municipality, the next geographic unit is the ward. Across the 19 wards in Arusha, there are 125 *mitaa* (singular *mtaa* in Swahili and generally translated as “street”). Within each of these *mtaa*, the smallest unit of geography is the cell; in an urban area the cells vary between having 10, 50, or even 100 households with one politically appointed cell leader. Figure 3 shows the sampling process in urban Tanzania.

We randomly selected 23 *mitaa* to visit. Two *mitaa* were excluded for being too rural and one was specifically used for training purposes. This left 20 *mitaa* in our sample. In each *mtaa*, local collaborators asked the *mtaa* leader to make a list of all of the cells and cell leaders in the *mtaa*. Then, we randomly selected one cell within the *mtaa*. Within this identified cell, we requested that the cell leader create a list of households with 12-17-year-old children in the cell. This resulted in 22 eligible households on average [min:7, max: 58] and we randomly selected 10 to be included in the sample. We allowed substitution of additional households if fewer than 6/10 of the originally selected households were found to be eligible. Through this multi-stage process, randomization occurred at the *mitaa*, cell, and household level.

To make these results comparable with the pilot in rural Tanzania, we sought to interview about 100 households with children across the city. The sampling distribution was designed to be equal across each of the *mitaa*, instead of proportional like in the village study. We hired several local collaborators to go in advance to identify households and collect contact information prior to the start of data collection. We attempted to identify households willing to participate before sending the team, in an attempt to save the research team’s time. This resulted in high participation rates though it was time intensive and costly. We paid the cell leader to take us to residents’ homes and make introductions with sampled participants.

### 3.3 Social and Logistical Challenges in the Urban Tanzanian Sampling and Data Collection

This multi-stage process was time consuming and required multiple visits to different areas of the cities to allow cell leaders to create the households lists that were sampled from. While we have trust in our local collaborators, we don’t have a good understanding about the quality and completeness of the lists produced by the *mtaa* leaders and/or cell leaders. The city is expanding so rapidly due to migration that it is difficult to expect the leaders to know their

---

10 If this did not lead to enough eligible households, we would have moved onto the next identified cell. But this step did not occur.
neighbors in the same way they can in a village or in a smaller urban area. Both of these issues could potentially increase coverage error in our pilot.

Even within one country that relies on the same hierarchical political structure, the process of sampling in rural and urban Tanzania required different sampling strategies. Social challenges of working with local leaders included travelling between *mitaa*, visiting offices, rescheduling appointments, explaining and reexplaining the purpose of the study, and following social norms of respect. All of these steps were necessary, but they required a significant amount of time, energy, and money before conducting a single interview with respondents. Every step influenced the success of data collection and affected the potential for error in the survey statistics. For example, we did not track metadata that recorded the number of attempts to contact each household or the number of visits to each household. It is possible that multiple visits to a household may impact the sampling error on the pilot based on unidentified differences between households that were available for surveying on the first attempted visit, households that were eventually identified after multiple visits, and households that were never identified.

Similar to the village pilot, in the city we faced logistical challenges of transportation, daylight hours, and safety described above. Field team members carried relatively expensive tablet computers, which led us to pay for private taxis instead of asking the team to use inexpensive, but somewhat erratic, public buses. In order to maintain social relationships with local cell leaders and respondents, it was important the field team arrived to scheduled meetings on time.

Respondents in the city tended to be busier and away from home for longer hours than respondents in the village. The team worked hard to accommodate schedules including school hours for the children. Unlike in the village pilot in Tanzania, the urban pilot was scheduled during a vacation time for many students. This benefitted the team as it was easier to find children at home during the day, including secondary school students who had returned home from boarding schools for the break. Finally, one benefit of constructing a sampling frame in advance of data collection was that the field team had personal phone numbers for the respondents, given with permission in pre-data collection contact and consent processes. This allowed the team to call respondents in advance.
4. Pilot 3 – Peri-urban Nepal

Nepal was selected as the second country to be included in the ACV pilot projects. The success of the project in Tanzania needed to be replicated in a completely different context in order to show the viability of the ACV project globally. The cultural and social traditions of Nepal vary greatly from Tanzania while still providing a context where many children face difficulties in day-to-day lives. We selected Kathmandu, the country’s capital and largest city, as the focus for our study.

4.1 Selection of Peri-Urban Pilot Location in Nepal

As the second Tanzanian pilot tested the ACV methodology in an urban setting, the third pilot aimed to identify a peri-urban or suburban area of Kathmandu. These peri-urban areas are home to a mix of people, both new migrants and multi-generational residents. The city is expanding into the hillsides of the Kathmandu Valley, and areas of jungle and rural villages are now booming with construction and people. The very shape of the Kathmandu Valley is conducive to peri-urban settlements. The central city of Kathmandu is enclosed by a circular road system, called the Ring Road, with road “spokes” that extend into the hillsides and into surrounding municipalities. In Kathmandu District, which includes Kathmandu City, there are 11 total municipalities. Our target population in the third pilot was households with children 12-17 years old within two purposefully selected municipalities outside of the Ring Road.

4.2 Sampling Process in Peri-Urban Nepal

While both pilots in Tanzania had a similar strategy of sampling from household lists, no such political organization exists in Nepal. Without these types of organization, we elected to use a geographically dispersed sampling frame with two levels of randomization. Geographic and spatial sampling has been building on the foundations of EPI sampling as GPS technologies and satellite imagery improve. Researchers can make a sampling frame using GPS and satellites by accessing open source remote sensing data on platforms such as Google Earth or OpenStreetMap. Typically, these maps are used to identify political boundaries and then identify random latitude and longitude within a given boundary in which to start the sampling process on the ground. Alternatively, specific units based on images, such as buildings or plots of land, can be identified to make a sampling list, and randomization happens among these units (Grais, Rose, and Guthmann 2007; Haenssgen 2015). This type of modification to a standard EPI framework has
been used in a variety of formats across the world including Malawi (Escamilla et al. 2014), India (Kumar 2007; Montana et al. 2016), Iraq (Galway et al. 2012), Guatemala (Kondo et al. 2014), Lebanon (Shannon et al. 2012), and Haiti (McNairy et al 2019; Wampler, Rediske, and Molla 2013).

Because of budget constraints, we purposefully selected two municipalities with diversity in religions, migrant status, and overall variety in living standards based on recommendations from local collaborators. These municipalities are bounded on one side by the main Ring Road, but they extend far up the hillsides; areas that were formally rural are rapidly becoming peri-urban as the city expands. Once we selected two municipalities, we randomly sampled 50 percent of the wards within each municipality. One municipality had 10 wards and the other had 11; we selected 5 within each, randomly. Figure 4 shows the sampling process in Nepal.

Bolgrien downloaded ward boundaries files from the Nepal government municipal offices and digitized them against existing municipality boundaries. Within the boundaries of the randomly selected wards, all buildings or structures were manually identified, and a list of the building latitude and longitudes was created using ArcGIS and satellite images from OpenStreetMap (Esri 2019; OpenStreetMap Contributors 2019). This process of identifying buildings is preferred to strategies that use randomly generated points within an area. Selection of random points can bias the sample weights as there is a potentially unlimited number of possible points to be selected within a geographic area; thus, it is difficult to tell the probability with which points might overlap actual selection of households (Grais, Rose, and Guthmann 2007). The selection of building structures increased the probability that the point selected would be a residence instead of a location in the middle of a forest or a field and decreased potential coverage error on the sampling frame. The identification of buildings also allowed for the construction of sample weights to control for varying population density across the wards by identifying all buildings and weighting based on additional information gathered in the sampling and data collection process (discussed more in later sections). Once all of the buildings in a ward were identified through this manual process, they were sorted into a random order to provide a basis for the sampling framework.

---

Buildings identified from satellite images provide a limited amount of information as they often just show the roof of a structure as a two-dimensional rectangle. It can’t be determined if the identified structure is a residential building with people living there or another type of structure. Referring back to the TSE framework (Figure 1), the target population of households with 12-17-year-old residents make up some of the residents in the identified buildings, however a significant amount of work in order to identify the sampling frame and sort out ineligible households. In order to identify if the sampled buildings are residential buildings that also contain anyone age 12-17, the sampler enquired about all eligible and ineligible households in each visited building. This work to identify which buildings contained eligible households is a process where there is a potential for coverage error. In order to minimize coverage error and accurately produce a sample frame, and subsequently a sample, we used a second stage walk from the sampled building (Bennett et al. 1991). Using the list of sampled buildings, a team of samplers went to each of the identified structures based on their latitude and longitude and knocked on doors to see if the building was a residence and if there were any 12-17-year-old children living at that residence. The samplers had a protocol for identifying which building or structure was closest to the latitude and longitude; buildings identified from OpenStreetMaps contained few street names and no building numbers or addresses. Samplers identified all of the households in that building and recorded the presence of children in the households. If there were no children residing at the identified households within the sampled building, the samplers were instructed to follow a protocol to identify other buildings close to the point until a predetermined number of eligible households within the vicinity had been identified.

4.3 Social and Logistical Challenges in Peri-Urban Nepal Sampling and Data Collection

In Tanzania, our teams faced social challenges of building and maintaining relationships with local leaders. However, leaders provided the team with legitimacy when interacting with households. In contrast, the field team in Nepal was not introduced to households by local government officials. The samplers and field team had to work hard to establish relationships with each family. This required many phone calls to schedule appointments, early mornings and late evenings to account for working schedules, and long distances traveled to meet with families in person.

---

12 Nor were street names or building numbers typically available in neighborhoods across Kathmandu.
There were logistic challenges that came from using GPS coordinates to identify buildings. First, finding the sampled buildings based on a latitude and longitude from a two-dimensional map is very different from finding a three-dimensional building in a physical location. Identifying households required a great deal of perseverance. This was done without any formal street address. Samplers relied on mobile GPS apps like Google Maps to guide them to the specified building. Often buildings were not located on easy-to-access roads or were even located in private gated communities where the sampler was denied entrance. Finding the physical location of a building required samplers to have a strong sense of direction when Google Maps was misleading. These physical limitations took time. For example, a sampler reported a case where a Google Map showed a route to a building that took over 45 minutes of walking to reach, but upon arrival, the sampler realized there was a shortcut that would have taken 10 minutes. As the samplers did not have any information about the household, asking for directions at local businesses or other community members was not helpful, according to debriefing with the sampling team. If a household was not home or available, the team member sometimes relied on neighbors’ knowledge of the household in question, particularly if the neighbors resided in the same building. It is uncertain how accurate this information was in some areas.

Once a sampler identified a building at the given latitude and longitude, it was often the case that the residents were not at home at the time, or the building was actually home to several households. Both of these concerns are related to sampling error. Samplers were instructed to try to identify if there were children in any of the families within a sampled building. They were supposed to ask neighbors about any households that were not home at the time. This strategy yielded accurate results in communities there were older, more established, or rural. But because in-migration to Kathmandu is increasing the number of renters, it was often the case that neighbors didn’t know the other people living in the same building. Properly identifying households with children to be included in the final list of sampled households took time and some ingenuity. There was not enough time or money to send the samplers to a location many times.

4.4 Validity of Geospatial Sampling in Nepal

One major question affecting the validity of the Nepal sampling process is whether the samplers followed the protocol for identifying households. The protocol established guidelines for samplers to follow after identifying the originally sampled building from the given latitude and longitude. Our random walk protocol stated that the sampler should identify the building at
the latitude and longitude given, and then move to the building to the right until the stated number of eligible households are identified. If there was no obvious building to the right (or the building was a non-residential building or open field), the sampler was instructed to move to the left. The intention was the sampler would not stray too far from the original point but also move in a systematic fashion.

We asked each sampler to keep detailed records of the buildings he visited, the number of households in each building, and information about the number of people living in each household he was able to interact with, including eligible and non-eligible households\(^{13}\). All of these visited households were reported at the cluster level, as identified based on the sampled GPS point. At each sampling point (i.e. the building identified by the latitude and longitude), we asked the sampler to identify approximately three to five eligible households while staying “within a reasonable distance from the originally sampled point”. In some locations, this required the sampler to identify more than five buildings. In other locations, each building contained multiple families and required visiting a fewer number of buildings. Thus, each sampled point resulted in a cluster of households

This process used in the ACV pilot in Nepal varies from the non-probabilistic method of second stage sampling commonly known as a “random walk” or “spin-the-pen” methodology (Grais, Rose, and Guthmann 2007; Bauer 2016). In random walk sampling, the direction in which the sampler would turn after reaching a determined location is randomly decided. In the ACV process described above, the sampler was asked to turn in a systematic direction (to the right) unless he determined this was no longer a useful approach to finding households. The systematic protocol threatens the validity of the “random” walk as the sampler made decisions about which buildings to approach or skip in a way that could introduce bias (Chen et al. 2018). For example, if the sampler turned to the left instead of the right when the building on the left appeared to be better kept, we may have too few lower income families in our sample. Because the process of identifying points was done without any assumption that the building identified was a private residence, we also do not have a full picture of how often the originally-identified building was a nonresidential building such as a shop or a school\(^{14}\). The exact route of the walked sampling path was not tracked, so we do not know how far the samplers walked from the original point in order to identify the number of households requested. We have to rely on debriefing conversations with samples to assume that the protocol for identifying buildings were followed appropriately and any

\(^{13}\) We hired two samplers who both happened to be male.

\(^{14}\) Buildings labelled as nonresidential were skipped when tagging buildings in OpenStreetMaps
deviations were either the result of necessity (a dog or security guard prevented access to a household) or lack of a private residence.

**Analysis Validity of Nepal Geospatial Sampling**

In order to further explore the validity of the sampler’s route, we leverage additional geographic information from the survey. The SurveyToGo software used to conduct interviews allows for GPS capture at the site of the survey. Most of the interviews were conducted in the home of the family. We compare the GPS location of the home of the respondent to the originally sampled point (building). This analysis provides a measure of the distance between the originally sampling point and multiple surveys conducted in different households that were identified based on the sampler’s walk protocol.

Using the Generate Near Tool in ArcGIS, we identified the sampled point closest to each survey location. In 76 percent (n=118) of the interviews, the survey GPS point was paired with the expected sampled GPS point. Among these points, the average distance (as the crow flies) from the surveyed households to the point is 56.5 meters (min = 2 meters, max=307 meters). This indicates that the sampler’s walk remained close to the sampled point and the interviewed households were associated with an area near the building.

The household surveys that were not paired with the expected GPS point fall into three possible categories. First, some households (5 percent, n=9) were interviewed in a different ward than the anticipated ward based on the sampling list. Most of these respondents, based on documentation from debriefing, are assumed to have been interviewed at a location different from their residences. For example, a respondent could request to meet at her place of work or a local café or community center. Another possibility for variation in the expected wards would be the cellular reception of the tablet computers used in the survey. Occasionally the tablet computers being used to conduct the interviews would not register the GPS location at a specific home but instead would use the GPS location at the next available point of cellular or Wi-Fi connection.

Second, half of the wards were very rural, spread out, or hilly based on the topography of the Kathmandu Valley\(^\text{15}\). Thus, the sampler may have had to walk longer distances to identify eligible households. The measurement of distance is as the crow flies instead of based on roads that often wound around hills or other steep or challenging terrain. In these more rural wards, twenty (n=20, 13 percent) of the households reported a GPS location in a ward that did not match the expected ward of the originally sampled point. Often, these households were just on the other

---

\(^{15}\) This was true for two wards located in one municipality and three wards located in the other.
side of a ward boundary. These households might be a cause for concern as bigger distances between the originally-sampled buildings and the household may include more risk to validity. However, the representation of the exact ward boundary maps used in this study may have been slightly different from the socio-political reality on the ground. For example, one field researcher reported during debriefing that the head of the household claimed to reside in a ward that was different from the ward we had identified in satellite imaging due to recent local political changes in the area. It is unclear if our categorization or the head of household was more accurate in this particular situation. Regardless, this technicality does not factor into the analysis of any survey statistics.

Finally, the remaining eight (n=8, 5 percent) households were interviewed at a GPS location in the expected ward of the originally sampled point, but the distance between the survey GPS was closer to a different originally sampled point than the one the sampler identified. That is, the household may have been identified from the sampler’s walk from one originally identified point, but the household was actually located closer to another point that the sampler would also visit. In some areas of Kathmandu, the houses were very dense and resulted in many buildings on OpenStreetMap identified in a very small area. This increased the probability that these buildings would be randomly selected in these areas. Therefore, it is possible that some of the households would have been associated with multiple sampled points. Because not every sampled building yielded eligible households with children 12-17 years old, the path the samplers walked to identify eligible households and the decisions they made resulted in overlap between sampled points within a ward that were close together. This is a threat to the validity of the sampling list because such households would have a higher probability of being included in the sample.

[Figure 5]

Figure 5 shows an example of the sampling process in Nepal using the semi-random walk. This figure is a stylized representation of the sample process and does not represent actual GPS coordinates of the sampled households or buildings in the ACV study. The red triangle represents a sampled building. The sampler would go to the location of these red triangles and start the pre-screening process. The blue circles represent locations where the surveys were conducted. In the ACV pilot, the majority of surveys occurred in the household of the eligible respondents. Therefore, the blue circles usually represent the location of the households identified in the sampling process. Cluster “A” shows a sampled building and six interviewed households that are close to the building. Cluster “A” represents a situation where the sampler followed the protocol and identified eligible households in close proximity to the particular building, as found in 76 percent of the sampled households. Cluster “B” and “C” demonstrate that a household
selected from the second-stage sample process from original point “B” may have indeed been close to original building “C”, as found in 5 percent of the ACV sampled households. The household with an (*) represents an interview that challenges the assumption that households were identified from only one originally sampled building. Cluster “D” represents a sampled point that resulted in households that were spread out due to lack of eligible households, rural landscape, or difficult-to-identify buildings, as found in 13 percent of the sampled households. Cluster “E” represents a sampled point that may have crossed a local boundary, as found in 5 percent of ACV sampled households. The household with (**) falls to the outside of a major road, represented by the yellow line. If this road marked a boundary change, it is possible household (**) is located in a ward not sampled, despite being identified based from the sampled building “E”. Finally, the household (***) at the bottom of the map shows a household that was interviewed far from any originally sampled point. This represents households that were interviewed in cafes, community centers, or places of work upon request. This information was documented in the debriefing notes written at the end of each workday.

5. Metadata and Paradata Collected during the ACV pilots

The description of the sampling processes (in the above three sections) of the three ACV pilots provides transparent and realistic details not otherwise found in most published academic work. The social and logistical challenges faced in Tanzania and Nepal created situations that likely impacted the coverage and sampling error [Figure 1] in the ACV pilots, though, as mentioned before, it is not possible to quantify the extent. But establishing a sampling framework and creating a sample are only the first steps of research. Up until this point, we have described the process of establishing a sampling frame and conducting a sample within a target population. The actual work of identifying, contacting, and surveying sampled respondents takes up the majority of field work and is arguably even more prone to social and logistic challenges and potential for error. Data collected during field work can be used to quantify the third type of representation error established by the Total Survey Error framework: nonresponse error. Before we discuss nonresponse error, we provide detail on the types of data collected during the sampling and data collection processes. This data is the foundation for analyzing the nonresponse error on the Total Survey Framework.
The ACV pilots contracted with local survey organizations, but oversight and on-the-ground management was done by me and the project PI. Through daily debriefing and constant personal communication, we were directly responsible for the training, management, and coordination of the field team. We made decisions about challenges and issues that arose daily from the beginning of the sampling process through the end of the data collection\textsuperscript{16}. In order to have proper records of every step of the process, we collected paradata about the sampling and surveying process. As a reminder, metadata is defined as data about the data. It includes the survey tools, sample design, training materials and research protocols developed in advance to be used by the field team to collect data. Paradata, as defined by Couper (2005), is data about the process of data collection. The paradata from the ACV pilots is documented in three main sources: sample lists produced by the sampling team, data collection tracking of complete and incomplete interviews, and daily debriefing notes.

The sample lists created by the sample team in rural Tanzania consist of handwritten lists of names produced with the assistance of the sub-village leaders. Other summary information about the population sizes of the sub-villages was documented during the conversations with the sub-village leaders and by manually counting the names written on the sub-village lists. Due to privacy and ethical reasons, we were not able to photocopy, take photos of, or replicate the sub-village lists for our records. As noted above, it was not necessary to refer back to the original lists except in the cases where some of the summary information was missing. Key pieces of information included the total number of households, number of eligible households, and number of sampled households.

In urban Tanzania, the sampling process was formalized to include worksheets to be filled out by the mitaa and cell leaders. On these worksheets, the total number of cells (along with an estimate of the number of households in each cell) and the number of eligible households in a cell provided information used in constructing sample weights and population estimates, described in later sections. The worksheets provided the sampling team with a consistent protocol to use in the mitaa and helped the sampling team verify that all of the summary data was collected properly. These worksheets were entered by hand into Excel. In Tanzania, we also obtained published population statistics from local government offices.

\textsuperscript{16} In rural Tanzania, the field work period was 13 days for both the sampling and data collection. The urban Tanzania pilot scheduled 10 days for the sampling and 20 days for data collection (including rest days). In the Nepal pilot, sampling took approximately 3 weeks and data collection lasted for 20 days.
Similar worksheets were used in Nepal to document the sampling process. Sampling in Nepal required intensive documentation of the number of buildings visited, the number of eligible and ineligible households in each building and estimates of household as we were relying on the sampling process for all information about population size in the wards. This information was compiled by the local team into a spreadsheet.

Tracking the data collection followed a similar process in the three pilot locations. At the end of every day in the field, the field team gathered together to debrief. During these sessions, the team reported on the households visited. Households were marked as “complete” if both the adult interview and child or children interviews were completed. We recorded whether the team needed to return to the household to conduct one or more interviews. In subsequent debriefings, we amended the documentation to show if the household has been completed or not. Households that were contacted or unavailable were indicated as attempted contacts. Households that were not completed sometimes included details about why the interview was not conducted – child away at school or nobody answering the door—or if the household refused or otherwise indicated they did not want to participate. This spreadsheet for tracking the data collection was updated daily to include details about the overall progress of identifying, contacting, and interviewing households.

Finally, qualitative debriefing notes provided additional paradata about the data collection process. These notes included more details to compliment the data collection spreadsheet. Data collected from the survey process was validated based on the information from the debriefing notes. This included situations where interviews were eliminated from the data or data was edited based on new information. For example, the age of a child reported in the household survey was occasionally incorrect and modified in the data to reflect the age given by the child during the interview with the child. Another situation involved a girl who was interviewed twice by two different members of the field team, though nobody was entirely sure why she did not mention to the second interviewer that she had already participated. Her second interview was removed from the data. These are examples of information documented in the debriefing notes that was used to verify and edit the quantitative data and paradata.

The documentation of paradata is complex and nuanced. In a large-scale survey organization, paradata is standardized and collected automatically within most survey data collection software. For example, the SurveyToGo software used by the ACV project has the capabilities to track time spent on each question, patterns in responses, or retrospective changes to the data by the interviewer; any of which might suggest falsification or manipulation of responses
in ways that threaten the validity of the data. In a small-scale survey such as ACV, the entire team could gather daily to discuss challenges and questions. Being on location with the field team meant that authors were on hand to answer questions and problem-solve immediately. The small nature of the pilots and the hands-on supervision by both authors generated a more organic and homegrown method of tracking paradata. That being said, a systematic way of documenting paradata would eliminate many of the challenges we faced when reconciling, cleaning, and properly classifying the paradata presented in this analysis.

In the ACV pilot, three categories of paradata were used collectively to construct measurements often found in publications: response rates and other outcome metrics, sample weights, and population estimates. All of these measurements require accurate data. Each of these measures will be described in a section below; section 6 discusses response rates, section 7 details the calculation of sample weights, and section 8 estimates population counts. We will describe how each of these measurements identifies and quantifies nonresponse error in the data collection process, the third type of representation error in the Total Survey Framework alongside coverage error and sampling error. We do not go into detail about sources of potential error resulting from the interview process itself such as interviewer effects, processing error, bystander effects, social desirability and acquiescence, and cultural power dynamics between respondents and interviewers, as there is a large literature on these topics in survey methods and psychology. Instead we focus on how the sampling process and data collection can yield measurable outcomes often reported in journals.

6. Response Rates and Outcomes Measures using ACV Paradata

In published research, the relationship between nonresponse error and the data collection process is most commonly reported as response rates as a way for researchers to provide evidence of validity of the survey results. This is such common practice that journals and reviewers adapted formal and informal interpretations of how high a response rates should be in order to signify a “good quality” study (Carley-Baxter et al. 2009; Johnson and Owens 2002; Bennett et al. 2011). Yet, few journals establish clear guidelines on what exactly defines a response rate and what threshold, if any, meets the standards of “high enough”.

Broadly, response rates represent the proportion of respondents or participants out of the sampled or target population (Kviz 1977). For example, the number of paper surveys returned
divided by the total number of surveys mailed or the number of respondents who answered their phone or door (and completed the survey) when contacted. Historically, reporting response rates when discussing survey research is a standard that was elevated by public opinion polling (Marton and Stephens 2001). Readers of public opinion polls demanded transparency in the validity and representativeness of the survey and the sampling process. An opinion poll that asked a few purposefully selected individuals could not be trusted compared to a poll that surveyed a large number of people across the entire population. Ideally, all individuals who are sampled for a survey would respond to the survey, thereby resulting in a 100 percent response rate. Achieving a 100 percent respondent participation preserves the assumptions of a probabilistic sample being drawn randomly from the target population. The more people who responded, the less nonresponse error in survey statistics resulting from differences between the type of people who responded compared to the type of people who did not respond. This means that your sample is more likely to be representative of your target population.

Complete (100 percent) respondent participation is rarely accomplished in practice. But high response rates are seen by journals, reviewers, and readers as a proxy to indicate low nonresponse error; though evidence suggests this may be a flawed assumption (Groves and Peytcheva 2008). Nonresponse error occurs when there is a nonrandom difference between respondents and non-respondents that were on the sampling frame [Figure 1], resulting in potential nonresponse bias in survey statistics (Galea and Tracy 2007). The pressure placed on authors and researchers to publish high response rates established the standard that only high response rates were acceptable. In a paper by Carley-Baxter et al., the authors argue that there is not a clear understanding among academics of what it means to have “acceptably high standards”:

Anecdotaly, some of our colleagues hold fast to the perception that it is harder to get studies published if they fail to achieve acceptable response rate standards. However, these same individuals readily admit that they do not have an accurate picture of what, if any, standards regarding data quality or survey error are imposed by journal editors when considering manuscripts which report results based on data analysis of surveys. (2009)

17 One example of an explicit expectation of response rates by the Journal of Pharmaceutical Education states that studies should have a 60 percent response rate, or 80 percent if the study is among college students (Fincham 2008).
18 It has been well established that response rates for survey research are rapidly falling around the world leading to a number of dramatically titled research articles such as “Where Have All of the Respondents Gone? Perhaps We Ate Them” and “The End of the (Research) World As We Know It?” (Leeper 2019; Stedman et al. 2019). Response rates for mail in and phone surveys, the traditional method of data collection prior to the internet era, have fallen significantly since about the 1980s. Practitioners and academics race to find new methods, and the field of survey research is booming with new and innovative ideas for data collection, sampling, and measuring survey quality.
With an incentive to publish, author may seek to present their study favorably and find ways to report outcomes of the survey that depict a higher response rate and omits any concerns about data quality. For example, the inclusion of partially complete surveys or the exclusion of certain parts of the sampling frame (respondents for whom there was no additional information confirming eligibility) may inflate response rates.

In an attempt to standardize reporting response rates, the American Association of Public Opinion Research (AAPOR) published a report that provides a clear standard for survey methodologists to use for calculating and reporting four outcome measures: response rates, success rates, refusal rates, and contact rates (American Association for Public Opinion Research 2016). Each of these different outcome measures will be discussed and defined in detail in the following section. Such guidelines document what metadata and paradata metrics should be gathered during data collection regarding interviewed and non-interviewed units across different modalities of surveys, including phone interviews, web-based surveys, and household surveys. Using a standardized metric for reporting outcome measure allows comparisons between different surveys regardless of the sampling frames.

While not the first attempt to establish definitions (Smith 1999 as found in Carley-Baxter et al. 2009), AAPOR is the premier academic association for survey researchers working in the United States and a respected authority among survey research scholars. The standards are clear, flexible, and adaptable to survey research in any field. Additionally, citing the AAPOR standards allows researchers to clearly communicate the validity and quality of the data collected to reader, reviewers, and journals. Several journals now require the AAPOR definitions to be explicitly stated in published work, including the American Journal of Pharmaceutical Education (Reierson Draugalis, Coons, and Plaza 2008) and the Journal of the American Medical Association (JAMA). While the AAPOR standards for response rates and other outcome measures are well accepted by survey researchers, they are rarely used by academics in other fields.

6.1 Adaptation of APPOR Guidelines for 3 pilots

We adapted the AAPOR Standard Definitions: Final Disposition of Case Codes and Outcome Rates for Surveys Revision 9 from 2016 for the three ACV pilot studies. The AAPOR Standard Definitions are written as a tool that researchers can apply to any type of survey,

19 While AAPOR is an American organization, the standards have been used in surveys conducted in other countries (Beerten et al. 2014)
regardless of the unit of observation, or sampling strategy. We specifically refer to the guidelines for “In Person Household Survey” (Page 23-27). The “household” is used as the unit of observation for consistency between the AAPOR definitions and the ACV pilots.

In this section, we summarize the standard definitions for four outcomes measures: response rates, cooperation rates, refusal rates, and contact rates. All of these outcome measures rely on a common understanding of household eligibility, contact, and completion of survey regardless of the sampling strategy used. We compare outcome measures across the three ACV pilots. Standardizing the response rate, and other outcome measures, allows for a standardized comparison potential nonresponse error in the ACV pilots.

**AAPOR Definition of Eligibility**

The foundation of all AAPOR outcome measures can be broken into the following categories: eligible households that were interviewed, eligible households that were not interviewed, households that were not interviewed and it is unknown if they would have been eligible, and ineligible households. These four categories are further divided into sub-categories, also described in Figure 6:

- Eligible Households that were interviewed
  - Completed Interview (I)
  - Partial Interview (P)
- Eligible households that were not interviewed
  - Refusals and break-off (R)
  - Non-contact (NC)
  - Not interviewed for other reasons (O)
- Households not interviewed and it is unknown if they would be eligible (UH)
- Ineligible households (IE)

Eligibility is determined based on the definition of the target population; the ACV pilots defined eligible households as households that included at least one 12-17-year-old who would be available to be interviewed. After the target population is defined and the sampling frame is established, the sample is drawn through any of the probabilistic or non-probabilistic methods available. Each sampled household must include one of the above categorizations at the end of the data collection process. The ACV debriefing notes document each interaction with the household and record the status of the household (eligible or ineligible) and the result of the final
interaction with the household (interview completed or the reason the interview was not completed). If the household fell into the “unknown eligibility” category (UH), it may or may not have been possible to contact the household or no paradata was recorded about contacting the household, as depicted by dashed lines in Figure 6. We apply this categorization scheme to the ACV pilots, and present examples, in greater detail below.

[Figure 6]

**AAPOR Definition of Response Rates**

APPOR outlines four different types of rates that should be included in all survey research based on the categorization of sampled households described above: response rates, cooperation rates, refusal rates, and contact rates. Each of these four measures can be calculated multiple ways, as shown in Table 2.

[Table 2]

*Response rates* are the most familiar outcome metric to most researchers. Generally speaking, a response rate is defined as the number of interviews divided by the number of eligible households from the sample list. The AAPOR report provides six definitions of response rates; three include only completed interviews in the numerator and the other three are comparable but also include partial interviews in the numerator. As partial interviews were not relevant to the ACV project, we only consider three response rates: RR1, RR3, and RR5. In Table 2, all three response rates have identical numerators: completed interviews (I). The variation across the three response rates depends on how households where there was unknown eligibility are included or excluded in the denominator. In RR1, *all* households that were unknown eligibility (UH) are assumed to be eligible but uncontacted. RR1 is the most conservative estimation of the proportion of households responding. Response rates calculated under the definition of RR1 will be lower than other definitions. RR3 adjusts the denominator to estimate that not all of the unknown households (UH) would have actually been eligible if they had been contacted. The proportion, represented by the $e$ in the formula for RR3 on Table 2, is determined by the researchers (AAPOR, page 62). This estimation for $e$ must be explicitly described if RR3 is to be reported by researchers. We describe below how $e$ is estimated in the context of the ACV pilots. The final

---

20 RR2, RR4, and RR6 are the official titles for the response rates that include partial interviews in the numerator. We omit these definitions as the ACV pilots did not have any cases with partial interviews. In order to properly follow the APPOR definitions, we maintain the discontinuous numbering system for clarity.
response rate, RR5, drops the unknown eligibility households (UH) from the denominator, assuming that none of the unknown households would have been eligible for the survey. RR5 is the least conservative response rate calculated and produces higher response rates than RR1 or RR3.

AAPOR guidelines offer more nuanced understandings of how respondents participate in a survey. The cooperation rate and the refusal rate assess which households actively refused to participate while the contact rate highlights which households were not able to participate due to a non-contact by the field team or an inability to participate in the survey during the field work time.

AAPOR defines cooperation rates as “the proportion of all cases [households] interviewed of all eligible units [households] ever contacted” (page 6). In the ACV pilots, we calculate the cooperation rates at the household level only, not for the individual child interviews conducted within the household. The cooperation rates include all of the interviewed households in the numerator over all of the households that were contacted and were either interviewed or explicitly refused to participate. Cooperation rates are defined two ways (see Table 2). COOP1 includes that completed interviews (I) in the numerator divided by the sum of the completed interviews (I) plus the refusals (R), and other reasons for not completing the interview (O). The category of “Other reasons” include households that were contacted but were unable to participate due to reasons such as not having a proper translator, the participant not being in good health, or religious holidays preventing participation. Reasons specific to the ACV pilots are described below. The second measure of cooperation rate, COOP3, does not include households categorized as being not interviewed for other reasons (O). Thus, COOP3 will be greater than or equal to COOP1.

As a companion to the cooperation rates, refusal rates are defined as “the proportion of all cases in which a housing unit or respondent refuses to do an interview, or breaks-off an interview out of all potentially eligible cases” (page 7). That is, the numerator accounts for the number of households that refused to participate or ended an interview early and requested to be removed from the study. As seen in Table 2, there are three versions of refusal rates that share

---

21 Individual children can refuse to assent. But the overall household consent was needed for a complete interview of adults and children.
22 COOP2 and COOP4 include partial interviews in the numerator; these are irrelevant to the ACV project.
23 This request follows the IRB process of continuous informed consent. In the ACV pilot, there were no cases of partially completed interviews that were broken off.
the same denominator as the three denominators found in the response rates (RR1, RR3, RR5). The different denominators account for what proportion of the unknown eligible households to include in the estimate. The cooperation and refusal rates may be useful to report if a survey has a large proportion of refusals or was unable to conduct interviews for other systematic reasons such as language barriers. However, in the ACV project, there were so few refusals that the cooperation rates were very high, and the refusal rates were very low.

The final outcome measure defined by AAPOR is contact rates. Contact rates measure if a household was contacted by the field team. As shown in Figure 6, the flow chart of the AAPOR categorization of household eligibility, contacted households are categorized as resulting in a completed interview (I), a refusal (R), or another reason for an incomplete interview (O). The three variations of contact rates – CON1, CON2, CON3—are defined in Table 2 as the total number of contacted households over all eligible households in the samples. Variation between the three contact rate definitions again comes from differential inclusion of the unknown eligibility households (UH) in the denominator. Contact rates are best reported when there may be systematic concerns about households that were not contacted (NC). In the ACV pilots, the reasons households were not contacted vary greatly and will be described below.

Researchers should clearly state which definition of outcome metrics are being used in published papers. For example, using RR5 assumes unknown households would be ineligible and thus yields a higher response rate than RR3 or RR1. This is especially important if there is a large number of households with unknown eligibility; it is important for readers to be able to discern what assumptions were made about the unknown households when calculating and reporting the response rate. It is not always necessary to define and report all four outcomes measures but doing so provides the readers greater transparency of data quality and potential for nonresponse error [Figure 1].

In the next section, we apply the AAPOR Standard Definitions to the ACV pilots. We demonstrate how to apply the methodology to the paradata gathered during the sampling and data collections processes in rural and urban Tanzania and peri-urban Nepal.

6.2 Eligibility in the ACV pilots

Using three different types of sampling strategies, the sampling process in each ACV pilot resulted in a list of households that we assumed to be eligible for the survey. We made this assumption based on household information from the local leaders (in Tanzania) or pre-screening
In the ACV study, the target population was households with an adult at least age 18 with at least one child age 12-17 living in the household. More specifically, in order for a household to be eligible for the study, the adult had to be present to give consent for the children to participate in the study and at least one child in the age range had to be present and available to be interviewed. Households that did not have an adult present or where all of the children in the age range were not available for interview were considered ineligible.

A benefit of the intense sampling process conducted by the ACV sampling teams [described in section 2, 3, and 4] was that ineligible households were often screened out prior to the start of the ACV data collection. Ineligible household do not count as a part of the denominator for any of the AAPOR outcome metrics, so this pre-screening process does not affect any of the rates.24

**Eligibility Concerning Boarding School Students**

The original intention of the ACV pilots was to include households with an adult respondent age 18+ and resident children age 12-17. We anticipated that we would find a few households where there would be children who were away for part or all of the field work period and therefore not be available to participate in the study. In the first pilot study in rural Tanzania, we were unaware that we had selected a village located in a municipality where all secondary school students attended boarding schools. This led to a high number of older children in the village being away at school; we were unable to include many of these households in the study as there were often no other children in the age range at home. If the household included a boarding school student who was away but also at least one 12-to-17-year-old child who was at home, the household was eligible.

In the next study, we were more intentional in our screening process to only include households where children living in the household would be present during our field work period. In urban Tanzania, we also timed our field work period to be during school holidays, when we anticipated more students, even those who would normally have been away at boarding school, would be home. In Nepal, some children were visiting family, but fewer children attended

---

24 AAPOR specifies four additional criteria for eligibility: (1) the selection of individuals within the household, (2) proxy respondents, (3) substitutions, and (4) status days. None of these criteria were applied in the ACV pilots in ways that changed the results of the outcome metrics of response rates, cooperation rates, refusal rates, or contact rates in a way that affects potential nonresponse error.
boarding school away from their place of residence. Careful pre-screening in the urban Tanzanian and Nepal pilots decreased the number of sampled households later deemed ineligible because all eligible children in the household were away, compared to the rural Tanzanian pilot.

In order to assess whether boarding school students and other children away from their family during the field work periods potentially affected the nonresponse error, we constructed the AAPOR outcome measures two ways. First, households with children who were away were treated as contacted households who were eligible but not interviewed in the field work period. This falls into the specific category of non-contact (NC) because it was determined that there was someone eligible at the household, but as all eligible children were away, the interview could not be completed\textsuperscript{25}. This is similar to if an adult were contacted but the interview was not able to take place because the adult was at work at all times that the field team attempted to visit the household; these interviews were not considered refusals because there was still an attempt to contact the household but without confirmation of recruitment as determined in the process of continuous informed consent. In the calculated outcome measures, this inclusion of the boarding school students as eligible, but not contacted is noted with the addition of BS (to stand for “boarding school” in Table 4) to the outcome measure label. In the second set of definitions, households with children away were treated as not being in the sample as they no longer fit the criteria of having children present in the household during the field work period; that is, households with boarding school children were considered ineligible (IE) and therefore not considered in the construction of response rates, cooperation rates, refusal rates, and contact rates\textsuperscript{26}.

**Other eligibility concerns presented in the APPOR Guidelines**

In addition to the eligibility definition presented in Section 6.2, AAPOR specifies four additional criteria for eligibility criteria: (1) the selection of individuals within the household, (2) proxy respondents, (3) substitutions, and (4) status days. The selection of individuals within a household is a concern if a survey is designed to only interview one specific member of a household. Proxy respondents are defined as respondents who were not sampled, but who provide...

\textsuperscript{25} In ACV, we consider this non-contact (NC) instead of not participating in the survey for “other reasons” (O) because the child being away meant that the child could not be contacted in order to start the assent process with the child.

\textsuperscript{26} For example, in Table 2.4 described below, RR1 for rural Tanzania is calculated with and without the boarding school children (BS).
the information needed in the survey on behalf of the sampled individual. Substitutions can happen when additional households are added to the originally sampled list when a household is found to be ineligible or eligible but does not participate in the survey. And status day refers to a set time frame within which the data collection occurs.

Selection of individual: In many household survey designs, the target population includes only one adult per household (Smyth, Olson, and Stange 2019). In some surveys, like many national censuses, the household is represented by a self-appointed head of household. In other surveys, the adult is selected through a pre-determined protocol. Regardless of the protocol, nonrandom or random, individual members of the households are not known in advance. The ACV pilots sampled the household as a whole and did not attempt to identify a specific household member. The intended interviewee representative of the household was an adult women who was the mother or primary guardian of the children residing in the household (see below), but this role was occasionally filled by a father, grandmother, or other relative if the mother of the household was unable or unwilling to be interviewed.

Proxy respondents: In the ACV pilots, the predetermined protocol for interviewing household members specified that the mother or primary female guardian of the household’s children should be interviewed, if possible. This was because adult females are likely to know more about the situation of children living in the household (Galdo, Dammert, and Abebaw 2019). In rural Tanzania, the mother was interviewed 69 percent of the time, and in both urban Tanzania and Nepal, the mother was interviewed 60 percent of the time. In the remaining cases, a father, grandfather, grandmother, older sibling, or aunt was interviewed. This is not considered a proxy because the sampling unit was the household, not the individual adult in the household27.

Substitutions: The AAPOR guidelines also recommend that it is important to report any substitutions, e.g., when a sampled household cannot be found and another is included in the survey instead. In urban Tanzania, one mtaa required substitution from the additional households on the sample frame when the originally selected households were deemed to be ineligible because the children were the wrong ages. In rural Tanzania, the quota system used within the sub-villages to determine proportional representation is not considered substitution. In Nepal, no

---

27 Each household completed at least two surveys. One that was answered by an adult in the household, described above, and at least one answered by each eligible child. Each child (age 12-17) in the household was the respondent for the survey intended specifically for children age 12-17. If an adult had answered the child survey on behalf of a child, that would have been considered a proxy response. But this was not allowed in the ACV pilots; therefore, proxy reporting is irrelevant for the adult survey and not possible for the child survey.
substitution occurred; however, several households were added to the list when they were discovered in a previously selected building. The protocol when establishing the sample list was to include all eligible households in a building. Therefore, the discovery of additional eligible households in a building was not substitution but rather the addition of a household that should have already been on the list.

Status Day: The ACV study did not have a set status day that determined eligibility of households. The final categorization of completion, contact, or unknown eligibility in all three pilots was determined by the last contact, per AAPOR recommendations (page 11).

6.3 Categorization of Contact and Completion in the ACV pilots

We used paradata collected during the sampling and data collection process to assign each household in the three ACV studies an AAPOR categorization of eligibility, contact, and completion as found in Figure 6. For some households, the appropriate category was obvious. For example, if a household completed both the adult interview and at least one eligible child interview, the household was considered to be a complete interview (I). For other categories such as non-contact (NC), we highlight several detailed examples that resulted in the NC categorization. In this section, we present examples of the four main categorizations of eligible households that were interviewed (I), eligible households that were not interviewed (R, NC, and O), households with unknown eligibility (UN), and several specific cases of ineligible households (IE).

The easiest to measure were households that had complete interviews (I). This meant that a household had a completed adult survey and a completed survey at least one eligible child interview. Households were considered to be complete once they achieved this status even if there were other eligible children who were not surveyed28.

Households that were determined to be eligible but resulted in no survey being conducted are further categorized as refusals (R), non-contact (NC), or other (O). In the ACV pilots, a household could be considered eligible if the field team was able to confirm the ages of at least one of the children residing in the household fell in the age range. In most cases, this determination was the result of a short phone call to the household, a brief visit and conversation

---

28 The AAPOR definitions also specify “partial interviews” (P). In the ACV study, respondents were allowed to skip questions, but this situation is considered a complete interview despite the missing information.
with some member of the household, or a conversation with a knowledgeable neighbor or community leader.

Following IRB protocol, the main adult participant consented to the study and gave consent for all eligible children in the household. Refusal (R) to participate could happen in one of two ways. First, an adult member of the household refused over the phone during the initial contact and the household was not visited at all. Second, an adult in the household refused only after the field workers were at the home. We did not have any situations where a respondent, adult or child, refused to continue once already starting with the survey process.

Defining non-contact (NC) in the ACV pilots was more nuanced. Sometimes, a phone call or visit was made, but the household was not available to participate in the survey. Reasons included being too busy, not being home on the specific day that the interviewers could visit, or the adults were at work and wouldn’t be home within a reasonable time for the field research team to visit. It is possible that respondents may have invented excuses to avoid flatly refusing to participate due to cultural norms against direct refusals. There is a sizable literature in survey research about how different cultural norms about social expectations vary between countries (Johnson et al. 2002; Lalwani, Shavit, and Johnson 2006). The nuance of these conversations with household members was not recorded during field work, so it is impossible to accurately categorizes these potential households as refusals (R) instead of non-contact (NC). Therefore, they are considered non-contact (NC) in the following analysis.

Other situations arose where a household was confirmed to be eligible, but the household did not participate in the interview (O for other). For example, in one case the sole eligible child in a household was experiencing mental health issues and could not knowingly assent to participate. Another situation involved a family that was in mourning and the field researcher determined that it would not be appropriate to ask them to participate. An interview that could not occur due to language barriers would also fall in this category, but this did not happen in the ACV pilots.

There were some cases, in all three pilots, where the field team completed the household survey with the adult but were unable to complete a survey with an eligible child in the household. These cases are included as being incomplete in “other reasons” (O) as this situation generally occurred when the child was too busy to be available during the field work period. We removed the completed adult survey from the data as a household needs both the adult survey and at least one survey of an eligible child in order to be considered a complete interview (I). This
also applied in one situation where the child was interviewed with the consent of the adult, but the adult interview could not be scheduled within the field work period.

The next major categorization of households in the ACV pilot was when the field team was not able to determine whether the sampled household was eligible (UH for unknown household eligibility). The documentation in the paradata was not standardized across the three pilots, though similar language was used. In Table 3, we describe some of the common situations found in the paradata. These included “no attempted”, “Household unsafe or unable to reach”, “Unable to locate”, and “Unable to make contact via phone”. All of the households described in Table 3 are considered in the analysis and construction of AAPOR outcomes measures as unknown eligibility (UH).

Finally, the paradata documentation from the original sampled households also recorded specific households being eliminated from the study for being ineligible (IE). The most common reasons for excluding households from the sample was that the children in the household were the wrong age. We attempted to mitigate this situation through the pre-screening process but came across many households with 11-year-olds and 18-year-olds due to the local leader or other members of the households not knowing the child’s exact age during the pre-screening process. If an adult in the household was interviewed and it was later discovered that the intended child respondent was ineligible, the household was excluded from the data.

6.4 Results of ACV Response Rates, Cooperation Rate, Refusal Rate, and Contact Rate

Once all of the ACV households are categorized, we applied the AAPOR methodology and definitions to construct the four outcome measures: response rates, cooperation rates, refusal rates, and contact rates. The standard categorizations allowed comparison of the outcome measures across the three pilots. For each of the three pilots, we calculate each of the four outcome measures according to all of the definitions presented in Table 2. This allows me to compare within-pilot variations resulting from different definitions of outcome measures.

As mentioned before, we also calculate all of the outcome measures including and excluding the boarding school students; first, excluding households where the child or children in

---

29 When the field team made the initial contact with the households, we had a predetermined birthdate period that determined eligibility. In one case in Nepal, we made a single exception where a household had multiple children and one of them was turning 12 on the day we conducted the interview, and we felt it was unfair to exclude her from participating when she was officially the age we had asked for and her siblings were participating.
the age range were absent from the household throughout the data collection period, thus categorizing the household as ineligible (IE) and then including households with boarding schools kids to be considered eligible but not contacted (NC) or interviewed – indicated by BS in the columns in Table 4. In the situation that considers boarding school children eligible, households with only boarding school children designates the boarding school children as non-contacts and therefore these households always included in the denominator of the outcome measures. In the situation that considers boarding school children eligible, households with only boarding school children designates the boarding school children as non-contacts and therefore these households always included in the denominator of the outcome measures. In rural Tanzania, 25 percent of the households on the original sample list of households established with sub-village leaders were deemed to be ineligible upon contact. Using this information, we assume that 75 percent of the households with unknown eligibility due to non-contact would have been eligible ($e=0.75$). In urban Tanzania we estimate that 98 percent ($e=0.98$) of households would have been eligible and in Nepal 80 percent ($e=0.8$) of households would have been eligible. The higher estimates of eligibility in urban Tanzanian and Nepal are partially due to improved sampling strategies and pre-screening process employed in these pilots.

Table 4 reports the percentages for the three response rates (RR1, RR3, RR5), two cooperation rates (COOP1, COOP3), three refusal rates (REF1, REF2, REF3) and three contact rates (CON1, CON2, CON3). The methodology for calculating these rates is found in Table 2. The outcome measures are aggregated for the entire pilot due to small samples sizes for the finer geographic units: sub-villages in rural Tanzania, mitaa in urban Tanzania, and wards in Nepal.

In all of the formulas that require an estimate of how many unknown households would have been eligible (RR3, REF2, CON2), we calculate $e$ as the inverse probability of being ineligible among the households in the original sample frame. In rural Tanzania, 25 percent of the households on the original sample list of households established with sub-village leaders were deemed to be ineligible upon contact. Using this information, we assume that 75 percent of the households with unknown eligibility due to non-contact would have been eligible ($e=0.75$). In urban Tanzania we estimate that 98 percent ($e=0.98$) of households would have been eligible and in Nepal 80 percent ($e=0.8$) of households would have been eligible. The higher estimates of eligibility in urban Tanzanian and Nepal are partially due to improved sampling strategies and pre-screening process employed in these pilots.

Across all pilots, response rate 1 (RR1) is lower than response rate 3 (RR3) and response rate 5 (RR5). RR1 assumes all households with unknown eligibility (UH) would be eligible and thus are included in the denominator [Table 6.1.2]. Across all three pilots, response rates (regardless of the exact definition used) were between 64 percent (RR1 in rural Tanzania when including households with boarding school students) and 91 percent (RR5 in rural Tanzania excluding households with boarding school students). The inclusion of households with boarding school students in the denominator reduces the response rates across all definitions and across all pilots.

*If a household had at least one child at home who was able to participate in the survey, even if other children were at boarding school, the survey was considered complete (I).*
Rural Tanzania has the largest range of possible response rates largely driven by the status of households with boarding school students and a large proportion of households that were unknown eligibility (UH). The ranges of response rates in urban Tanzania and Nepal are narrower than in rural Tanzania; urban Tanzania response rates ranged between 73 percent (RR1 with boarding school students) and 84 percent (RR5 without boarding school students) and in Nepal the range was 76 percent to 86 percent for the same minimum and maximum definitions.

The APPOR Standard Definitions report (2016) does not make specific recommendations about which response rates to report in published works so long as the authors are explicit about which response rate is reported. The purpose of reporting a response rate is to communicate the potential for nonresponse error in the survey. Overall, the response rates in the ACV pilots are high and fairly constant across all definitions (RR1, RR3, RR5). If required to select only one definition to report, we would recommend using the RR3 definitions as the results fall in the middle of the extremes of RR1 and RR5. RR3 utilizes the paradata to estimate of the proportion of unknown households that would have been eligible. This data driven approach best captures the nuances the sampling and data collection process and the social and logistical challenges faced by the field team to identify households.

Deciding whether to report the response rates that exclude or include households with boarding school students (BS) would depend on if there could be nonresponse error correlated specifically to households that sent children to boarding school and households that did not. For example, an analysis of family wealth or educational attainment may be sensitive to nonresponse error of the households that were not included in the survey because all eligible children were away at school. But for most analysis of the ACV pilots, the high and generally consistent response rates suggest that nonresponse error may be minimal.

To support the results presented in the response rates, we also report the cooperation rates (COOP1 and COOP3) and refusal rates (REF1, REF2, and REF3) in Table 4. The cooperation rates report the number of interviews over the number of households contacted and the refusal rates report the number of refusals over the number of households [Table 2]. Across the ACV pilots, the cooperation rates were very high; households that were contacted were very likely to participate in the study.

Rural Tanzania had near universal cooperation and no refusals. The refusal rates in urban Tanzania were also very low; regardless of the definition used (REF1, REF2, or REF3) the refusal rates in urban Tanzania were 4 percent. It is possible that the high cooperation rates and
low refusal rates in Tanzania resulted from the team being accompanied by a local leader who conducted the introduction between the field team and the household. The partnership with a local leader may have increased the legitimacy of the field team, so households were more willing to participate in the survey (Groves, Cialdini, and Couper 1992). Alternatively, households may have felt more social pressure to participate because of the presence of the local leader. In the debriefing notes recorded daily, such social pressure was not reported by the field team; the field team followed the informed consent protocol that assured adult household members that participation was voluntary.

In Nepal, the cooperation rates and refusal rates were not at all affected by the inclusion or exclusion of households with boarding school students. The cooperation rates (particularly COOP1) was lower than in the Tanzanian pilots—88 percent compared to 94 percent (urban) and 99 percent (rural). In Nepal, the sampling team and data collection team conducted work without the involvement of local government officials. The entire team had name tags clearly identifying them as being part of a local organization, but the higher refusal rates and lower cooperation rates reflect the challenges and extra effort the team had to make to explain the project and engage participants in informed consent interactions compared to the Tanzania pilots.

In the ACV pilots, the cooperation rates and refusal rates calculated are functional inverses of each other. They each convey a similar message that household participants overwhelmingly cooperated in the ACV study if the field team was able to contact the household. High cooperation and low refusal rates suggest that nonresponse error caused by a potential difference between households that refused to participate and households that did participate is small. As with the response rates, AAPOR recommends that researchers communicate to readers which definition of the cooperation rate and refusal rate was used if such a rate is reported in a published article. For the ACV pilot, the preferred measure reported would be REF2 as it again uses the paradata driven approach to appropriately account for households with unknown eligibility. The preferred cooperation rate would be COOP1 as it accounts for households that did not complete an interview for reasons other than refusals (O); this was a very rare occurrence in the ACV pilots as described in section 6.3.

The final outcome measure recommended by AAPOR is the contact rate. The contact rates convey the success of the field team in contacting and determining eligibility of sampled households, as represented in the flow chart in Figure 6 (I + R+O). In Table 4, the contact rates (CON1, CON2, CON3) for all three pilots report similar percentages to the response rates. The contact rates indicate that between 77 percent and 96 percent of eligible households were
contacted. In the ACV pilots, the contact rates reflect the hard work of the field team to find sampled households from the sample lists. In Tanzania, the help of local leaders was an essential element in identifying eligible households and making introductions. In Nepal, the contact rates were slightly higher – 90 percent (CON1 without boarding school students) to 96 percent (CON3 without boarding school students) – compared to Tanzania pilots. The Tanzanian rural pilot had contact rates of 77 percent (CON1) to 90 percent (CON3); and they were 82 percent (CON1) to 89 percent (CON3) in the city. The extensive sampling and pre-screening process in Nepal functioned as the first contact with household; therefore, when the field team called or visited the household during data collection, the sampled household had already talked to a member of the field team. In many households, the adult respondents remembered the interaction with the sampling team and had been waiting for a member of the field team to call to set up a time to conduct the survey. These high contact rates in Nepal suggest that pre-contact with households during the sampling process could increase contact rates during data collection31.

The inclusion of households with boarding school students (BS) influenced the contact rates differently than the other outcome measures. For each of the pilots, CON1 and CON2 were higher when boarding school students were included (columns with BS) compared to columns that excluded the households with boarding school students. This is different from all three definitions of response rates; the inclusion of boarding school students decreased the rates for RR1, RR3, and RR5. The mathematical mechanisms at work in the formula balance the number of households with unknown eligibility and the non-contact households (NC) in the denominator. In Table 2, the formula for CON3 does not include these unknown households as it considers that none of the unknown households would have been eligible if they had been contacted (similar to RR5 and REF3). The inclusion of boarding school students decreases the CON3 rates in all three pilots.

Why does this even matter? The inclusion or exclusion of households with boarding school students, even in small samples like the ACV pilots, can change the outcome measures to look more or less favorable. This variability could be utilized to manipulate the results of a small study to report highly favorable results in order to increase the possibility of getting published. This manipulation, while technically accurate, masks the complexity of the fieldwork and decisions of eligibility criteria, recruitment, and sampling. When the study is small, which

31 The sampling team was trained to use materials that reflected the IRB process of recruitment and informed consent. The informed consent process started with the first contact with the household and was continued during the data collection process.
outcome measures are reported may not affect the survey results or increase potential error (coverage, sampling, or nonresponse error as established by the TSE framework). In a large study or a study where there is a large sub-population of participants that could be defined in multiple ways, such decisions could be highly influential in the results. Therefore, it is important for authors and researchers to clearly state how these sub-populations are or are not being included in the calculation of outcome measures, including response rates and contact rates. The importance of considering the sub-population is necessary if there is a potential for nonresponse error affecting specific variables of interest.

The primary purpose of reporting outcome measures is to quantify the sampling data collection process in a way that indicates that the results of the survey are not biased by nonresponse error. It is unlikely that all four of these types of rates would be included in a published paper as they are all intricately related. This application of the APPOR Standard Definitions to the ACV project demonstrates how different outcome measures and different definitions of outcome measures can be constructed through varying interpretations of the end result of household visits and interviews in paradata and documentation of the data collection process. Reporting outcome measures such as response rates without properly defining the method of calculating the rate is misleading. Researchers should be transparent and specific when reporting outcome measures and highlight any potential nonresponse error due to refusals, noncontact, or unknown eligibility households.

Journals and reviewers should also reconsider rejecting manuscripts based solely on small response rates or high refusal rates. Small sample sizes in the ACV pilots result in variability of each outcome measures. A single household refusal may increase the refusal rates substantially in a small-scale survey without contributing nonresponse error to the overall study. Nonresponse error is an issue only if there is a correlation between households that do not respond and the variables of interest. Low response rates do not prove there is nonresponse error just as high response rates do not suggest a perfectly bias-free survey. The best practice for any survey is to report clearly which outcome measures were calculated and provide other analyses of nonresponse error, such as constructing weights and population estimates, described in the next two sections.
7. Constructing Weights from ACV Paradata

Weighting in an important part of any probabilistic sample as it allows users to adjust the results of outcomes measured by the survey to represent the target population by accommodating sample design and nonresponse (Kalton and Flores-Cervantes 2003; Yansaneh 2003; Solon, Haider, and Wooldridge 2015). Sample statisticians calculate weights in order to adjust the results of sample statistics so that they more accurately reflect population parameters. The construction of weights for the ACV pilots allows for a detailed look at the usefulness of weighting data.

Samples weights have two main functions. First, weights adjust the sample to reflect the descriptive size and composition of the target population. This can be useful for researchers working with raw frequencies. Second, weights can be applied to analysis to adjust the specific sample statistics to reflect the size of the underlying target population (Gelman 2007). It is only necessary to apply sample weights to an analysis if there is a concern that coverage, sampling, and nonresponse error may impact the results of the particular variable of interest (Makela, Si, and Gelman 2014). In this section, we describe the process of creating weights for each of the three pilots in the ACV study. We demonstrate the usefulness (or not) of applying sample weights to adjust the sample to represent the descriptive target population size. Finally, we conduct an analysis showing the application of sample weights for a variable of interest in the ACV pilots that is potentially related to nonresponse error. We conclude this section by identifying potential reasons that researchers should or should not utilize survey weights.

Typically, there are three different elements to sample weights. A base weight (also called a sample weight or a design weight) takes into account the sampling process and allows the sample to be scaled to the size of the target population. For example, a random sample may include approximately 10 percent of the total households in a population and the base weights can be applied so that each household represents 10 other (unsampled) households when researchers present descriptive statistics. A non-response weight adjusts for the nonresponse bias possible in the sample. For example, households within a geographic area that have responses can represent households in that same area that didn’t respond if the researcher assumes that all households in the area share homogenous characteristics, and therefore would have answered similarly. Finally, a post-stratification weight allows researchers to re-calibrate the sample to look more similar to the established target population. For example, if immigrant households are underrepresented in a sample, these weights would “scale up” or overrepresent the sampled immigrant households to accurately represent their proportion of the target population. In this exercise, we have created
base weights and nonresponse rates. The product of the base weight and the nonresponse rate equal the final weight. We do not create post-stratification weights because we do not have accurate enough distributions of the target population of households with children 12 to 17 to make any adjustments. Additionally, we did not make any sample design choices that resulted in purposeful over- or under-sampling of a particular group.\(^{32}\)

The base weight \((W_B)\) is calculated as the inverse probability of being selected \((p)\):

\[
W_B = \frac{1}{p}
\]

We calculate a different base weight for each primary sampling unit (PSU) in each of the three samples: sub-village, mtaa, and ward. The process of calculating the probability of an eligible household being selected depends on the sampling process that happened within each pilot.

To calculate the nonresponse weight, we use the response rates calculated in the previous section. In order to explore the construction of weights fully, we calculate a maximum of six different nonresponse rates for each PSU in each sample based on the three different response rates (RR1, RR3, and RR5) and the inclusion or exclusion of the boarding school children for a total of six nonresponse rates. Overall, the nonresponse weight \((W_{NR})\) is the inverse probability of the specific response rate \((RR)\)

\[
W_{NR} = \frac{1}{RR}
\]

Nonresponse weights for each of the different definitions of response rate are written as:

- \(W_{NR1}\) to refer to the nonresponse rate that uses the RR1 response rate
  - \(W_{NR1BS}\) to refer to the nonresponse rate that uses the RR1 response rate that includes boarding school students
- \(W_{NR3}\) to refer to the nonresponse rate the uses that RR3 response rate
  - \(W_{NR3BS}\) to refer to the nonresponse rate that uses the RR3 response rate that includes boarding school students
- \(W_{NR5}\) to refer to the nonresponse rate that uses the RR5 response rate

\(^{32}\) The missing boarding school student households is not something that can be fixed with post-stratification weights as we do not have population figures that show the number of children in boarding schools within our geographic areas. Thus, the boarding school students will be adjusted for in the nonresponse weights following the logic presented in the construction of non-response rates.
W_{NR5BS} to refer to the nonresponse rate that uses the RR5 response rate that includes boarding school students.

In all cases, the final weight \((W)\) is the product of the base weight and the nonresponse weight:

\[
W = W_B \times W_{NR}
\]

For each of the pilots, the combination of base weights \((W_B)\) and six variations of the nonresponse weights \((W_{NR})\) defined above produces six different possible weights for each of the PSUs for each of the pilots. In order to make a recommendation of which particular weights to use, we present figures that show the distribution of the magnitude of the weights. Each weight represents the inflation factor to be used when conducting analysis about a particular parameter of interest. Thus, the weights can be interpreted as the number of eligible households in the PSU that are represented by each individual respondent household present in the sample.

7.1 Rural Tanzania

The sample in the rural Tanzanian village was almost a complete census of eligible households in some sub-villages. An accurate census with full participation would not require weights. As we almost achieved this, the weights for each household in each of the sub-villages are not very large. For each sub-village, we construct the base weight from the number of households in the sampling list divided by the known or estimated number of households with 12-17-year-old children in the sub-village.

In three of the seven sub-villages, we did not have an accurate count of the target population households due to social and logistical challenges described in the sampling process. In order to construct weights, we estimated the total number of eligible households based on the proportion of households with 12-17-year-olds out of the total households in the remaining four districts where both figures were known; on average 29 percent of households in a sub-village included at least one 12 to 17 year old child. we established the denominator of target households, actual or estimated when missing, in order to calculate the probability of an eligible household being sampled within each sub-village. Thus, the base weight is the inverse of \(p\), where

\[
W_B = \frac{1}{p} \text{ where } p = \frac{\text{Sampled HH}}{\text{Total eligible HH in PSU}}
\]
These base weights (\(W_b\)) were combined with nonresponse weights (\(W_{NR}\)) calculated using the three different types of APPOR response rates described above (\(W_{NR1}, W_{NR3}, W_{NR5}\)). In addition, we calculated nonresponse weights at each of the three AAPOR rates (\(W_{NR1BS}, W_{NR3BS}, W_{NR5BS}\)) to account for the inclusion and exclusion of boarding school children for a total of six possible candidates for final weights (\(W\)). Figure 7 represents the spread of the six iterations of the final weights for each of the sub-villages. The orange dots represent the median final weight of the twelve variations calculated while the blue represents the minimum and the grey represents the maximum possible final weight. The range of possible final weights shows the extent to which the base weight and nonresponse weights vary because of differences in the original sampling frame and the response rates in each sub-village. Through these weights, we are able to generalize our sample findings to the target population of households with 12 to 17-year-old children in the selected village in Tanzania. We cannot generalize to other areas of Tanzania.

In the Tanzanian village pilot, the sample of eligible households was close to a census of the eligible households in each sub-village. Thus, the weights attached to each respondent household are barely larger than one [Figure 7]. In sub-village 1, each household has a weight of 1.18 (the overall lowest median) and the highest overall median (1.78) is in sub-village 7. Most of the sub-villages, particularly sub-villages 1, 2, and 5, have a narrow range. The sub-villages with large spreads (6 and 7) were also the sub-villages with higher than average proportions of eligible households in the sub-village (that is, more households with children ages 12-17) and higher than average numbers of households that were unknown eligibility due to non-contact. The important lesson here is that when facing a small eligible population size, small deviations from the mean can result in great divergences in weights and non-response rates.

For this pilot, using the weights provides only marginal added value to the overall results from data collected from the sampling frame. But the overall adjustment to the sample in order to reflect the target population is fairly minimal and thus would not add great complexity or additional concern for error in the descriptive statistics. As we will see below, applying the weights increases the standard error in variables of interest compared to not using any weights at all.

[Figure 7]
7.2 Urban Tanzania

Weights constructed for urban Tanzania followed a process similar to the construction of weights for rural Tanzania as each stage of the multi-stage sampling process recorded the known probability of selection of the particular unit. The primary sampling unit in urban Tanzania is the *mtaa* and every *mtaa* had an equal probability of being selected. In total, 23 *mitaa* were sampled but two were later excluded for being too rural and one was used for training the field team.

According to our sampling process, cells are a secondary sampling unit. One cell was randomly selected from a complete list of cells for each *mtaa*. Remember, a cell theoretically represented ten households that were all known by a single local leader known as the cell leader. In practice, the cells in urban Arusha were larger and many had between 20 to 50 families. Finally, a complete list of eligible households in the cell was sampled from to create the sample list. The base weight is one over the product of the probability of the *mtaa* ($P_M$), cell ($P_C$), and household ($P_H$) being sampled in each *mtaa*.

$$W_B = \frac{1}{P_M \times P_C \times P_H}$$

Where

$$P_M = \frac{\text{Randomly sampled Mtaa}}{\text{All Mitaa in Arusha Urban}} = \frac{20}{122} = 0.164$$

$$P_C = \frac{\text{Randomly sampled cell}}{\text{All cells in particular mtaa}} \text{ e.g.} = \frac{1}{7}$$

$$P_H = \frac{\text{Sampled HHs}}{\text{Total eligible HHs in Cell}} \text{ e.g.} = \frac{10}{40}$$

In most cases, we knew the number of households only from the sampled cell. Thus, the calculation of weights assumes that other cells in the *mtaa* would have similar numbers of households in the other listed cells that were not sampled. This is a major assumption as it was not always clear if the lists created with the help of *mtaa* and cell leaders were complete. This potential issue will be addressed further in the discussion on population estimates below where we compare the assumptions of population size and distribution with the established population reports.
The base weights \((W_b)\) were combined with the different six nonresponse weights \((W_{nr})\) calculated in exactly the same fashion as the rural Tanzania pilot to create the final weight \((W)\). There are six total final weights candidates for urban Tanzania. Figure 8 shows the distribution of the minimum, median, and maximum values of the final weights for each of the mitaa. These weights allow us to generalize our sampling findings to all households with at least one 12-17-year-olds in Arusha. In comparison to the weights for the rural Tanzania pilot, the weights for urban Tanzania are larger; the average median final weight is 85.5 (min = 2.8; max = 234) and the spread of all of the final weights ranges from 2.6 to 341.6. A larger weight indicates that each sampled household represents a greater number of total households.

A significant factor in the size of the final weights is the small proportion of mitaa included in the sample out of the total mitaa in Arusha; this increased the size of the base weight for all mitaa which in turn increased the size of the final weight. The mitaa across Arusha vary greatly in population size. For example, mitaa 11 and mitaa 16 were both small neighborhoods of ethnic minority families that were very different from other areas of Arusha. In each of these two mitaa, there was only one cell, and the ACV sampling resulted in close to a census of the eligible households with 12-17-year-olds. Thus, respondent households in these mitaa have small final weights (median final weights at 6 and 2.6 respectively) because the mitaa had a small number of cells and an overall small population size compared to other mitaa.

In contrast, some mitaa have larger numbers of cells and large cell sizes (i.e. many households per cell). For example, mitaa 21 reported 14 cells and within the single cell that was randomly sampled, there were 29 eligible households. Mitaa 2 reported 11 cells, with 40 eligible households in the sampled cell. These two mitaa both have high median final weights (\(W = 164\) and \(W = 122\) respectively) as each household included in the study is weighted to represent large populations in these mitaa.

The calculation of the base weights remained stable for each of the mitaa as the estimates of base weights are produced in the sampling process, not the data collection process and identification of AAPOR categorizations. The differences in the range of possible final weights is driven by differences in the nonresponse weights and in the inclusion or exclusion of boarding school children in the calculations. Mitaa with consistent measures of response rates across the different definitions (RR1, RR3, and RR5) produce final weights that are identical across all twelve calculated final weights; for example, mitaa 4, 8, 9, 15, 16, 17, and 21 have no spread of final weights as shown by the minimum, median, and maximum values overlapping in Figure 8. The calculation of the base weight affects the size of the final weight – i.e. the final weight in
mtaa 4 is 14 and the final weight in mtaa 8 is 116—but the lack of spread indicates stability across the six nonresponse weights calculated. For these mtaa, the selection of final weights to use in analysis does not matter as they are all the same. In contrast, mtaa 23 has a wide range of final weights. This mtaa was highly influenced by several boarding school children and unknown eligible households (described in the above section as being households were the field team was unable to establish the eligibility status of the household). With these factors influencing the response rate calculation, the range of final weights is wide (minimum = 136.6; maximum=341.6). In mtaa with wide ranges, the selection of final weights used in the analysis depends greatly on the definition of response rate used.

Given the assumption made about the calculation of the base weights and the wide variation in nonresponse weights, it is difficult to know which final weights should be used in analysis of the urban Tanzanian households. Theoretically, the small sample (n=145 households) of the pilot could be weighted to reflect the population of over 100,000 households of Arusha. But it is important to clearly define the calculation of weights and assumptions in order to assess if such weighting is valid and appropriate. The large magnitude of the weights and many assumptions required in the construction of the weights suggest it would be unwise to present descriptive statistics that adjust the sample size to the size of the target population. More on this will be discussed in the section on population estimates. Finally, just as in rural Tanzania, the use of weights should be carefully considered based on specific parameters of interest that might be affected by nonresponse error, as demonstrated below.

[Figure 8]

7.3 Nepal

Due to the nature of sampling in Nepal, the process for calculating a base weight was vastly different than the previous pilots. The fundamental challenge in Nepal was that there was no way to accurately create a sample frame based on the target population. The sampling of households via satellite imaging of OpenStreetMaps inevitably included eligible and ineligible households. In the sampling process and response rate calculation, these ineligible households are ignored completely. Ineligible households would not be included in the sample at all and therefore are not considered respondents or potential respondents. However, when constructing weights, it is important to treat the eligible households as inherently different from ineligible

---

33 Number of households (n=104,093) provided by Arusha District office.
households. We must consider the proportion of buildings identified in OpenStreetMap that would have contained at least one eligible household if they had been sampled. Of course, not all buildings would have an eligible household, given that the target population includes only households with 12-to-17-year-old residents and not every building will include households meeting this requirement.

In order to demonstrate this difference, we have constructed base weights ($W_B$) three different ways. All base weights start with the same probability of a primary sampling unit (PSU) – in Nepal this is the ward – being included in the sample ($P_W$). These are stratified by municipality. We aim to be able to generalize to all households with a 12-17-year-old in two specific municipalities in the Kathmandu District of Nepal.

The next step of the sampling process involved the identification of buildings based on the satellite imaging. Each building has a known, non-zero probability of being selected. Remember that the sampling was conducted where all buildings in a ward were identified and randomly selected. The samplers visited the selected buildings and determined the eligibility of households. If there were not eligible households in the identified building (the starting point), the samplers continued to an adjacent building.

A preliminary base weight (base weight 1 or $W_{B1}$) establishes a weight of the number of buildings identified as a starting point divided by the total number of buildings in the ward. This maintains the probability sample of the starting buildings as being randomly selected. Of the eligible households (with 12-17-year-olds) in the selected building, they all have a 100 percent probability of being included in the sample as per the instructions to the sampler. The probability of a building being selected as a starting point over the total buildings possible to be selected as a starting point ($P_{B1}$) is the second part of the base weight 1 equation.

$$W_{B1} = \frac{1}{P_W \cdot P_{B1}}$$

Where

$$P_W = \frac{\text{Randomly sampled wards}}{\text{Total wards in municipality}}$$

$$P_{B1} = \frac{\text{Buildings selected as a starting point}}{\text{Total buildings in PSU}}$$
However, not every building has a non-zero probability of being included in our sample because not every building was home to a household with a 12-17-year-old resident. The base weights constructed above highly inflate the weight of each respondent within a ward. On average, the sampler visited five buildings for every one randomly-selected starting building. This was done through a random walk. An additional complication is that the process of doing a random walk from a probabilistically selected starting point is no longer a probability sample (Bauer 2016).

In order to address the proportion of buildings that would be randomly selected as a starting point but would not yield an eligible household, we calculate two additional variations on the base weights. First, we account for all of the buildings visited by the sampler over the total number of buildings in the ward (base weight 2 or \( W_{B2} \)). This effectively inflates the numerator by five without changing the denominator.\(^{34}\)

\[
W_{B2} = \frac{1}{P_W \times P_{B2}}
\]

Where

\[
P_{B2} = \frac{\text{Sampled building} + \text{All additional buildings visited by sampler}}{\text{Total buildings in PSU}}
\]

Alternatively, we estimate the proportion of buildings that would have an eligible household based on the known proportion of buildings with an eligible household visited by the sampler (base weight 3 or \( W_{B3} \)). This strategy reduces the denominator and numerator to only include the probability of a randomly identified starting building with an eligible household.

\[
W_{B3} = \frac{1}{P_W \times P_{B3}}
\]

Where

\[
P_{B3} = \frac{\text{Sampled HHs}}{e(\text{Total buildings in PSU})}
\]

\(^{34}\) The samplers visited approximately 5 buildings per originally sampled building in order to find the needed number of eligible households. This is reflected in this calculation of the base weight 2.
where \( e \) is an estimated proportion of eligible households per building in the PSU based on a calculation of the number of eligible households identified divided by the total households identified in the all visited buildings in the PSU. We then create an estimated average of eligible households per building across the entire ward based on the observed data.

Both of these methods \((W_{B2} \text{ and } W_{B3})\) attempt to consider only the target population when creating base weights and as an added confirmation, the results from each of these corrections are very similar (and very dissimilar from the base weights constructed with no regard for eligibility). We calculate all iterations of the product of the base weights 2 and 3 with the nonresponse weights calculated using the same methods as in the other two samples, but only report base weight 3 here due to the high similarity with base weight 2.

The Nepal final weights \((W)\) were calculated using the same process as in Tanzania to combine the base weight and the nonresponse weights \((W_{NR})\) calculated using the different AAPOR response rates \((W_{NR1}, W_{NR3}, W_{NR5} \text{ and } W_{NR1BS}, W_{NR3BS}, W_{NR5BS})\). Similar to the Tanzanian pilots, this combination yields six different potential final weights that explore the three response rates with and without boarding school students. In Figure 9, we compare the six final weights produced using both base weight 1 [Figure 9A] and base weight 3 [Figure 9B]. The main difference between the two figures is the final weights produced using base weight 1 \((W_{B1})\) are significantly higher than the final weights produced using base weight 3. If we did not account for the proportion of eligible households per building in the sampling process, we would be applying weights that inaccurately describe the population of households with 12-to-17-year old residents.

The utilization of paradata about the sampling process greatly improves the calculation of sample weights. Therefore, we recommend using final weights calculated by base weight 3 \((W_{B3})\) for the Nepal pilot analysis.

In Figure 9B, the final weights calculated for Nepal are similar in magnitude to the Tanzanian urban weights. This provides support for the validity of the weight calculations as the geographic area and starting population sizes of the two pilot sites are similar. The average median final weight across the wards is 67.8 (min = 30.9; max = 140). Like in urban Tanzania, the magnitude of the final weight is predominately driven by the base weight, in this case calculated by base weight 3. Similar to our recommendations for the urban Tanzania pilot, the large magnitude of the sample weights, instability of the results based on definitions, and assumptions made in calculating the weights, we would not recommend using weights to adjust the sample to reflect descriptive statistics of the target population in the Nepal pilot. This will be discussed in more detail in the section on population estimates.
The spread of the minimum, median, and maximum final weights is driven by the nonresponse weights ($W_{NR}$) in each ward. The Nepal final weights benefit from a lack of variation in the response rates because of the pre-sampling contact process where a team member confirmed eligibility in advance. This sampling process, as described above, led to high response rates and high contact rates. In two of the wards, there is no difference between the multiple response rates within the wards in Nepal resulting in fewer than 6 unique final weights. The wards with wider variation in final weights – i.e. T6, T7, and N3 – were wards that are located closer to Kathmandu City center. These wards had more varied nonresponse weights as these wards also had lower response rates due to refusals and noncontact of households as described in the above section. We explore the relationships between response rates and specific variables of interest in the next section.

[Figure 9 A & B]

### 7.4 Application of Weights to Social Desirability Index

As demonstrated above, the calculation of final sample weights depends on the proper specification of base weights and nonresponse rates\(^\text{35}\). The base weight adjusts for the inflation of the sample size to the target population. Nonresponse weights adjust for the potential that survey respondents and non-respondent may have answered a specific question or set of questions differently. Transparency in this calculation is another way that researchers can provide evidence that their results are valid. The base weights produced in the two Tanzanian pilots used similar methodology of calculation. In Nepal, we recommend using the base weights 3 ($W_{B3}$) produced using the estimated eligible buildings as a proportion of total buildings. For all three pilots, we recommend using the nonresponse weight based on response rate 1 ($W_{NR1}$). Response rate 1 (RR1), as described in above, is considered the “minimum response rate” and is the most conservative estimation of response rate among households of unknown eligibility. Therefore, the nonresponse weights constructed using this response rate will provide a conservative weight. The product of the base weight and the nonresponse rate equals the final weight reported in the above section, though each of the weights could be applied to a sample independently.

However, weighting data is only meaningful if the desired outcome is to inflate the respondents to reflect the population figures or in the context of parameters of interest. In the first situation, the base weight will correct for the sample size to reflect the underlying target

\(^{35}\) And post-stratification weights if this applies to a particular survey. It did not in the ACV pilots.
population. Given the ACV pilots’ small sample sizes, it is unlikely that we would apply the base weights given the large magnitude of the weights, particularly in the urban Tanzanian and Nepal pilots. The magnitude of the base weight (and as a result, the final weight) leads to each household in the study representing an average of 85 households in the urban Tanzania pilot and 65 households in the Nepal pilot while each of these pilots only surveyed 145 and 155 households respectively. With all of the social and logistical challenges of the sampling processes, the coverage and sampling error threatens the validity of the sample weights representing such large populations. We conducted only one round of data collection in each of the populations. It is also not possible to test the validity our single sample in the overall sampling distribution.

Instead, we can turn to the second situation of applying the nonresponse weights to specific parameters of interest. The nonresponse weights are necessary if a question of interest may have been answered differently by respondents and non-respondents; this is often referred to as unit non-response bias. We test for nonresponse bias in the ACV data by applying different nonresponse weighting schemes and comparing the estimated means and standard deviations for unweighted and weighted estimates on a composite variable, described below. Specifically, we are testing the three nonresponse weights: \( W_{NR1} \), \( W_{NR3} \), \( W_{NR5} \). This methodology, adapted from Blom (2009), purposefully selects variables that may be correlated to nonresponse. If the nonresponse weights are calculated accurately, then the application of weights to the survey can add value to the analysis of the specific parameter\(^{36}\).

In the ACV pilots, we asked the adult respondent a series of questions to construct a social desirability index. The social desirability index used in the ACV pilot was constructed from the Marlowe-Crowne Index (Crowne and Marlowe 1960). Scales presented positive and negative personality traits, and social desirability was defined as existing when the respondent claimed socially desirable personality traits and denied socially undesirable personality traits to him- or herself (Edwards 1960 as cited in Helmes and Holden 2003). Such scales have been translated and adapted for use in other countries (Verardi et al. 2010; Vu et al. 2011). The ACV pilots use a variation of the Marlowe-Crown Index to measure tendencies toward social desirability of the adult respondent in the household. Thirteen individual questions were translated into Swahili and Nepali. An index of responses had a range of 0, reporting all socially undesirable answers, to 13, answering every question in a socially desirable way. Of the variables

---

\(^{36}\) Blom (2009) applies this method to the European Social Survey which details nonresponse and post-stratification weighting schemes in multiple European countries. Our analysis applies this method but lacks the sample size and underlying data to construct comparable analyses.
present in the adult survey in the ACV project, the social desirability index (SDI) score is likely to be associated with nonresponse. Agreeing to participate in the survey is a socially desirable action in itself (Harling et al. 2017; Johnson and van de Vijver 2003; Gosen 2014). Thus, respondents may have higher SDI scores than non-respondents, for whom we do have any data. We calculate the mean score of the SDI for each pilot without weights and then apply each of the different nonresponse weights to see if the mean score varies due to the application of weights.

Figure 10 shows the mean score on the SDI plus and minus the standard deviation for respondents in the three pilots (the red bar represents rural Tanzania, the blue bar represents Nepal, and the black bar represents urban Tanzania). The first column shows the raw, unweighted scores. In all three pilots, the average scores ranged between 8 and 9 with respondents in rural Tanzanian scoring the lowest (or least socially desirable) and urban Tanzania scoring highest (most socially desirable) on average.

The following three columns show the SDI scores when applying the three versions of the nonresponse weights. We conducted several sensitivity analyses using the three nonresponse weights that include boarding school children (\(W_{NR1BS}, W_{NR3BS}, W_{NR5BS}\)). Additionally, we tested the six final weights (\(W\)) – nonresponse weights (with and without boarding school children) combined with the base weights – presented in the section above (with the base weight three being using in the Nepal pilot as the preferred base weight). The results for these nine weights are nearly identical to the results from the nonresponse weights (without boarding school children) and are not included in the figure.

There are virtually no differences between the SDI scores when applying the three different nonresponse weights calculated from the three different response rates. There is no statistically significant difference in mean SDI score when using any of the weights compared to not using weights. In rural Tanzania, the standard deviation of weighted SDI scores is larger than the unweighted scores. This suggests that using nonresponse weights to look at SDI scores does not benefit the user of the ACV data. In some cases, weights might even increase the standard deviation.

---

37 We apply only the nonresponse weights to correct potential nonresponse bias in this analysis as the base weights would be the same for all households in the same primary sampling unit (PSU).
8. Population Estimation from ACV Paradata

A third way to quantify potential nonresponse error, a potential source of error in the Total Survey Framework found at the transition between the sample and the respondents, is to construct population estimates from the paradata documentation of the sampling and data collection process. The sample sizes, response rates, and overall data about eligible and ineligible households in the paradata can be used to construct population estimates that can be compared to population figures found in other sources of data. The idea of estimating the population from the sample survey data presents the ultimate paradox. The sample is created as a representation of the target population because the sample was created from the target population. Therefore, how can the sample tell us anything about the population if the information about the population was unknown at the start of the sampling process? We argue that despite the ACV pilot samples being created from population data, after field work is complete, we have more information about the target population than we did prior to sampling.

The target population of the ACV pilots was households with 12-to-17-year-old residents. The sampling strategies employed in the three pilots sought to identify this subset of households from the broader populations. There are no accurate population level data sources that could provide the foundation for a sampling frame for such a specific type of household. Population figures for the rural Tanzanian village, the Arusha urban municipality, and the two municipalities in Kathmandu were only available as aggregate numbers of individuals or households. The process of sampling with the assistance of the local leaders in Tanzania and satellite imaging in Nepal was a way to create a probabilistic sample in the absence of information about the target population.

One way to assess whether the sampling and data collection represent a probabilistic sample of the target population is to compare the ACV sample paradata and calculated outcome measures and sample weights to established population statistics. In this section, we discuss the feasibility of this comparison and, when possible, we construct population estimates based on the sample data. The population estimates are constructed from paradata about the sampling process that estimated the total size of the sub-village, mtaa, or ward based on information from the local leaders or the process of geospatial identification of buildings. We also utilize paradata from the data collection process including identifying eligible and ineligible household and estimates on
household sizes\textsuperscript{38}. We compare our estimates to the 2012 Tanzania Population Census and the 2011 Nepal Population Census from the IPUMS-International census microdata\textsuperscript{39}. This analysis is aimed at validating the paradata produced and collected about the sampling and data collection process by the local government officials and hired sampling teams.

8.1 Rural Tanzania

The pilot village in rural Tanzania was small. Posted on the wall of the village office was a table that stated there were 3,800 individuals living in 1,259 households in the village in 2015. We calculated the proportional stratified sampling methodology on the proportion of households in each sub-village from the 2015 sample. Based on the paradata from the household lists provided by the sub-village leaders, we estimate that the village had a total population of just over 3,300 individuals in 878 households during the field work period in July 2018. The estimate of the population for the village comes from the number of households that were counted on the household lists provided by the sub-village leaders. In all seven sub-villages, we were able to access the entire sub-village list and the total number of households and individuals was verified by two members of the field team\textsuperscript{40}. Despite the three-year difference, the similarity in these numbers is reassuring.

In addition to checking the population estimates based on the posted population figures, we compare the proportion of eligible households in the village to estimates of the proportion of eligible households produced by the 2012 Tanzanian census. The smallest geographic unit in the IPUMSI microdata in Tanzania is the district. The village in the pilot is located in Monduli District (total 2012 population 158,929). It is not possible to identify individuals or households from the ACV pilot village in the 2012 census, but we compare the estimates for all of Monduli to the pilot village.

\textsuperscript{38} We do not apply the base weights constructed in section 7 in these population estimates as the base weights only represent the target populations of households with 12-to-17-year-old resident and it would be inaccurate to apply these weights to the ineligible populations.


\textsuperscript{40} In one sub-village, the two counts varied by approximately 20 households and we were not able to revisit the list to count a third time. In the analysis, the average of the two counts was used.
Using the census data, we estimate that 41 percent of households in Monduli District would have been eligible for the ACV pilot. Based on the population counts in the village, we estimate that 29 percent of the total households on the sub-village lists would have been eligible for the sample. One reason for the 12 percent difference between the district as a whole and the village could be changes in the population between 2012 and 2018, such as changes in fertility and family size or migration of families out of the district. Second, it is possible that other areas in Moduli are very different from the specific village in the ACV pilot.

A final, and most likely, reason for the difference comes from the ACV population estimates. In three of the seven sub-villages, we did not record the total number of eligible households. In these three sub-villages, we estimated the number of eligible households using the proportion of eligible households from the total number of households of the four known sub-villages. The average proportion among the four known sub-villages is 29 percent (minimum = 23 percent; maximum = 39 percent). Therefore, if the three unknown sub-villages actually looked more like the sub-village with the maximum 39 percent eligibility of the total households, then the overall proportion of eligible households in the village would be closer to the 41 percent estimation found in the 2012 census data.

The incompleteness in the paradata for the rural Tanzania pilot results in discrepancies between the 2012 census data and the sample. The small size of the village also makes comparative population estimates impossible because most nationally representative datasets will rarely provide data with individual household detail at such a small geography due to confidentiality concerns.

8.2 Urban Tanzania

Data for the sampling process in urban Tanzania was provided by local government officials in the Arusha district office. These population figures were obtained by our Tanzanian partners after numerous visits to the offices. The local government data was based on the 2012 census but provide aggregate population figures (by sex) for a much smaller geographic unit than the IPUMS-International microdata. IPUMS-International microdata for Arusha District can be used to compare the ACV population estimates for the specific target population of households.

41 The IPUMS-International census data for Tanzania is a 10 percent sample. Thus, statistics using weights are estimates of the total population and not actual population counts.
with 12-to-17-year-old residents, similar to the rural village. The local government aggregate data can be used to assess the quality of the ACV population estimates for the entire district.

As described in section 3.2, there are ambiguities between the exact municipality boundaries in Arusha District\(^{42}\). In the 2012 census data, an estimated 42 percent of households in Arusha Urban District would have been eligible for the ACV pilot. This exactly matches our calculation that 42 percent of households in the selected cell of the selected *mtaa* were eligible. This comparison offers some evidence of validity in the sampling process in the ACV urban Tanzanian pilot.

We obtained actual *mitaa* population estimates by sex from the local government offices. With these numbers, we are not able to construct anything about household composition or eligibility, but through several assumptions, we can create population estimates at the *mtaa* level.

The sampling process in urban Tanzania, outlined in Figure 3, included three levels of randomization: *mtaa*, cell, and household. At each level, the paradata recorded estimated numbers of cells per *mtaa* and households per cell. We estimate the overall population size of the *mtaa* based on this paradata and assumptions about the average household size based on the collected data. We compare our estimate of the *mtaa* population size to the provided population estimates from the local government office. The local government data includes only total population sizes, but no information about how these individuals are grouped into households or the ages of the population.

The sampling team worked with each *mtaa* leader in each of the 20 selected *mitaa* to identify all of the cells in the *mtaa* and provide an estimate of the size of the cell. Cells are traditionally ten households but in the urban areas they can vary in size; if the *mtaa* leader did not know the exact number of households in the cells, we asked the sampler to probe for the leader’s best estimate of size. The 20 selected *mitaa* had 7.6 cells on average (range: 1-17) with an average of 67 households per cell (range: 25-150). In each *mtaa*, we sampled one cell. In this sampled cell, we asked the cell leader to further verify the number of households and estimate the number of people living in the cell.

---

\(^{42}\) In the ACV pilot, we sampled from Arusha City (Arusha Mjini) but the 2012 Tanzania census microdata indicates residences within Arusha Urban District (Arusha Vijijini). These two terms do not identically define the same geographic area. Prior to the start of the sampling process, our team compared which wards were located in Arusha City and which were in Arusha Urban District and found considerable overlap in the vast majority of the wards.
Based on this information collected during the sampling process, we constructed estimates at the *mitaa* level based on the following assumptions. First, that the data provided by the *mtaa* and cell leaders is accurate and complete. The first assumption is flawed as 7 of the 20 *mitaa* do not have estimates for the size of all of the cells reported by the *mtaa* leader. This leads to the second assumption that the cells within a *mtaa* are homogenous in size so that the average number of known households per cell can be applied across all cells within a *mtaa*. This allows me to estimate the number of households in cells that do not have complete data based on the average cell size (number of households) from known cells in order to produce estimates of the total households in each *mtaa*.

The population estimates we calculate based on these assumptions end up underestimating numbers of households in each *mitaa* by approximately 50 percent of the published figures. The average difference is an underestimate of 452 households. This average is highly skewed by a single ward (Ward #2) where the published number is 4,289 households, but our calculations estimate 720 households. If this outlier ward is excluded, the estimates of the number of households per *mitaa* are underestimated by an average of 279 households.

We constructed estimates of the population of the *mitaa* based on the average number of people living in each household based on the paradata gathered from the cell and *mitaa* leaders. Similar to the estimates above, the paradata estimates of population numbers were incomplete and we made assumptions that the known average number of persons per household reported by the cell leader can be applied to all households in all cells in the *mtaa*. The estimates of population size were also underestimated by 32 percent on average, compared to the official figures from 2012.

Both the calculation of households and population estimates rely on faulty assumptions that cell sizes are homogenous, and the average cell size and household size can be applied to all cells in a *mtaa*. It is also possible that the composition of the city has changed between 2012 and 2018. Certain *mitaa* may be smaller if migrants are moving to other areas of the city or peri-urban suburbs. However, the city of Arusha is expanding rapidly, and it may be difficult for a cell leader to know what is happening among each family across the cell. Traditionally, the cells would established to represent 10 households, but increases in rural-urban migration have expanded the
population of Arusha. Even if local leaders were aware of the results published in the 2012 census, they may still underestimate exactly the number of households in their mitaa or cell\textsuperscript{43}.

Given these caveats, the construction of population estimates of the mitaa in Arusha City from the ACV paradata in urban Tanzania is not recommended. The small sample size and limited paradata about unsampled cells do not have enough accurate detail support accurate population estimates. This does not suggest that our results in the ACV pilot are not valid or inaccurate. The multi-stage probabilistic sample was implemented to generalize to the broader population of Arusha City’s 12-to-17-year-old children; the population estimates for the total population was not the purpose of aim of the study, but merely a post-survey experimental analysis of the collected paradata.

8.3 Nepal

In Nepal, we used the estimated household and population sizes from the sampling frame complied by the sampling team through the process of identifying buildings and eligible households to estimate a total population size across all of the sampled wards in the two municipalities. The paradata collected by the samplers included estimates of the number of households in building visited and the average household sizes for eligible and ineligible households. We used these numbers to extrapolate estimates of the number of people and number of households in all of the buildings in the wards identified from the satellite images. Similar to the Tanzania pilots, we obtained aggregate population data for the wards provided by the municipality offices based on the 2011 Nepali Census. However, unlike Tanzania, the population figures do not group people into households.

In order to calculate population estimates for each sampled ward in the two municipalities, we make several assumptions similar to those made in urban Tanzania. First, we assume the data collected by the sampler is accurate and complete. Second, that the estimates of the number of households per building visited is representative across the ward. Third, that the number of people in each known household is, on average, the same across the households that were not visited in the ward. Finally, it is unknown if the buildings identified by the satellite image are residential homes. Obviously labeled buildings such as schools, hospitals, or offices in

\textsuperscript{43} We tested the theory that cell leaders would better estimate the number of households in the cell than the mitaa leader by applying the number of households in the sampled cell to the other cells in the mitaa. The estimates were essentially the same for all mitaa.
OpenStreetMaps were avoided, but the analysis of population estimates assumes that the buildings identified in OpenStreetMaps were residential.

We compare our estimates of total population size to the published aggregate figures. The average published ward size is approximately 7,000 people in both municipalities. In one municipality, we overestimate the population size by 65 persons on average across the 5 wards, though the estimates for the five individual wards had a standard deviation of 1,200 people. Our local collaborators report that this area is a well-established suburban area of Kathmandu and has been residential for several decades. The stability of the neighborhood and the largely residential areas contribute to the accuracy of the population estimates compare to the published results.

In the other municipality, our population estimates are overestimates by almost 5,000 persons on average across the 5 wards (s.d.= 4,200). Based on local knowledge of the area, this second municipality is a growing area. We saw many multi-unit apartment buildings newly constructed or under construction in this municipality during the field work. The published figures from 2011 are likely to be outdated and not representative of the current population.

From the 2011 census, 34 percent of the households included a child age 12-17 across the entire Kathmandu district (which includes 11 municipalities including the 2 sampled). In the ACV pilot, approximately 23 percent and 25 percent of the households identified in the sampling process were eligible in the two municipalities in which we worked. The discrepancies in the ACV estimate and the census figures could be the difference in geographic units or the nine years between the 2011 census and the 2019 ACV data collection. Alternative explanations include the high rates of migration to peri-urban areas of Kathmandu may be predominantly adults looking for work (Graner 2001); other areas of Kathmandu may have different family compositions.

9. Recommendations and Conclusions

Survey data collection in developing countries is a complicated and difficult process. Researchers with limited budgets, small teams, and little formal training face challenges at every stage of the survey process. The potential coverage, sampling, and nonresponse errors found in the Total Survey Error framework are amplified in small size projects due to daily decisions made by individuals on the project. Discussing potential errors is disincentivized in publications, thus early-career researchers and students have few applied examples of how to design, collect, and
reflect on the quality and shortcomings of data. This paper aims to provide guidance to researchers who find themselves designing research that falls into a gap in the survey literature.

The ACV pilots exemplify the gap in the literature between small- and large-scale survey designs. The sampling processes of the ACV pilots mimic large-scale surveys, but the resulting sample size of the pilots is small. In large samples, individual decisions of samplers and field workers that occur randomly often do not impact a sample systematically. Therefore, a large-scale survey can reduce coverage error, sampling error, and nonresponse error throughout the establishment of a representative and probabilistic large sample. The broad representation, either in geography or population, eases the process of creating sample weights and population estimates that compare to existing source data and sampling frames. The rise of technology such as GIS imaging for sampling and tablets using CAPI (computer-aided personal interviewing) software for interviewing in survey work allows teams to identify and correct quality control issues faster than traditional methods. The standards, methods, and infrastructure created by large-scale survey organizations can be applied and adapted for use by small studies, such as ACV.

The ACV pilots also demonstrate the practical, social, and logistical challenges of establishing a sampling frame of atypical households—those in which at least one 12-to-17-year-old child resides. Most large-scale household surveys seek to interview adults; therefore, the literature assumes that probabilistic samples of households will yield an adult respondent. Literatures on sampling “hard to find” or hidden populations other methods of sampling including snowball sampling or convenience sampling (Watters and Biernacki 1989; Salganik 2006; Magnani et al. 2005; Sadler et al. 2010). Potential coverage and sampling errors that arise during the sampling process of a specified target population can also amplify potential nonresponse errors demonstrated in the process of creating outcome measures such as response rates, sample weights, and population estimates.

Based on the descriptive accounts of the ACV pilot studies in rural Tanzania, urban Tanzania, and peri-urban Nepal, we offer the following recommendations for adapting and applying sampling methods and data collection techniques found in text books and literature based on large-scale survey collection in developing countries. Many of the recommendations here do not contradict the teachings from the field of survey research but instead highlight specific areas that may be more relevant for small-scale studies. We organize these

---

44 An excellent resource is Survey Research Center (2016).
recommendations by the two areas where the ACV pilots experienced the most challenges: social and logistical.

9.1 Social Recommendations
- Work with local survey organization partners to build relationships with key stakeholders such as local leaders, community leaders, and field team members.
- Build legitimacy with local government officials. This process may be time consuming and bureaucratic. Local government officials may be key in providing existing population figures needed to create a sample, and they may be able to assist in making key introductions to local leaders. Local leaders don’t care about your research and your research is not a priority for them.
- Establish training and field work protocols for all members of the sampling and data collection teams. Work with local partners to learn and incorporate norms and cultures of survey collection into the training and protocols.
- Hire field team members that are trained in human-subjects and ethical research practices. Field team members should be respectful of the ethical protocols while also friendly and efficient when interacting with participants.
- The members of the sampling or pre-sampling screening procedure team may not be the same individuals as being hired to do the data collection. The sampling process may require a different set of skills than the data collection.

9.2 Logistical Recommendations
- Be creative about sources of data to construct sample frames. Identifying information about the eligible and ineligible populations as well as the sampled and unsampled populations can aid in the production of sample weights and population estimates to analyze the validity of the data collection and sampling processes.
- Budget enough money and time to properly conduct the sample. Take into consideration the travel time between locations and the time spent in each location.
- Whether you have a complex or simple sampling design, clearly communicate to the sampling and data collection team the information to be collected. Systematize the collection of paradata and documentation of the daily process.
- If possible, use digital technology such as CAPI to track paradata in the sampling and data collection process. Some survey software includes features in the program to make
this easier. This includes interactions with eligible and ineligible households, results of each contact with a household, and comments about each household.

- Over-document everything. One benefit of a small-scale study is that the sample size may be small enough to have a discussion about each household individually. Daily debriefing notes provide justification and clarification for categorization of interactions with households.

These social and logistic recommendations are particularly important for small-scale studies that aim to make generalizable claims about the validity and statistical accuracy of the survey results. The general techniques of identifying and correcting nonresponse error—outcome measures such as response rates, sample weights, and population estimates—are data intense calculations that require additional data and paradata beyond the results of the survey. To assess nonresponse error, it is not enough to know about the participants included in the survey, researchers must know about the households that did not respond, were not identified, and were not eligible.

It is important for researchers to properly specify definitions of outcome measures reported. As discussed in section 6, outcome measures can be subtly manipulated in a way that is not incorrect or unethical but allows researchers to portray the quality of their data in different ways. We therefore recommend researchers follow the AAPOR recommendations of proper definitions and clarification in all publications and reports. This does not suggest that researchers should not be strategic in reporting measures that accurately reflect the sampling and data collection process, but overall transparency will strengthen the validity and reliability of the data and results.

It may be that the results of the analysis of nonresponse error do not contribute to the overall interpretation of the survey results. In the ACV pilots, the high response rates and low refusal rates suggest the interpretation of the survey results may not be influenced by nonresponse bias. The accurate comparison of the proportion of the total population eligible in existing census data compared to collected ACV paradata about eligible and ineligible populations suggest minimized coverage and sampling errors in the ACV pilots.

On the other hand, the calculated base weights (weights designed to inflate the sampled population to the target population), and population estimates of the target population were less accurate. Specifically, the urban Tanzania and peri-urban Nepal pilots were designed to be
generalizable to large populations and geographies. The team collected paradata about eligible households in the sampled communities. But the paradata required too many assumptions about unsampled and ineligible households and populations to produce accurate base weights and population estimates. This does not invalidate the ACV pilots in these two locations—the sampling process was probabilistic and representative. But it instead suggests the limitations of producing such estimates from small-scale surveys. These calculations are data intensive and require significant social and logistic effort that was beyond the scope, budget, and timeframe of the ACV pilots.

The reality of data collection is messy. Social and logistic challenges are faced by everyone doing social science research and the challenges are unique to every pilot location. Being transparent about potential error in survey processes could jeopardize publication and overall validity of survey results. But it is the only way that readers of academic literature can communicate areas for growth. Sampling designs do not have to be complicated, but simple designs need to be executed properly. It is difficult to use statistics to adjust away errors that occurred during sloppy data collection.

45 The small size of the rural Tanzania village did allow for the calculation of sample weights and population estimates that had smaller variation than in the other pilots. But we are still limited by assumptions and outdated data provided by local government officials.
10 Figures

Figure 1: Total Survey Error Components Linked to Steps in the Measurement and Representational Inference Process

Adaptation of Figure 3 in Groves & Lyberg (2010)
Figure 2: Flow Chart of Sampling Process in Rural Tanzania

Tanzania

\[\rightarrow\] Region: Arusha

\[\rightarrow\] District: Monduli

\[\rightarrow\] Village (1)

\[\rightarrow\] Sub-Villages (7/7)

Total Households in Sub-Village

Purposefully selected

Ineligible Households: no children 12-17 residing in household

Eligible Households: children 12-17 residing in household

Sampling unit for random sample of eligible households, proportional to population size of sub-village
Figure 3: Flow Chart of Sampling Process in Urban Tanzania

Tanzania  
  ↓  
Region: Arusha 
  ↓  
District: Arusha 
  ↓  
Municipality: Arusha Urban 
  ↓  
Mitaa 

Purposefully selected 

Total Households in Cell 

20 of 125 Randomly selected (excluding rural mitaa) 

1 of total Cells in each mitaa randomly selected 

Cell 

Ineligible Households:  
no children 12-17 residing in household 

Eligible Households:  
children 12-17 residing in household 

Random sample of 10 eligible households per cell 

20 of 125 Randomly selected (excluding rural mitaa)
Figure 4: Flow Chart of Sampling Process in Nepal

Nepal
↓
District: Kathmandu
↓
Municipalities (2)

Wards

5 in each municipality randomly selected

All buildings in ward identified in OpenStreetMap

10 randomly selected buildings per ward

Identified all households in building, starting at each of the 10 selected buildings

Ineligible Households: no children 12-17 residing in household

Eligible Households: children 12-17 residing in household

If not enough eligible households were identified at a building, moved to the next residential building to the right and repeated until a total of 5 eligible households were associated with each randomly selected building
Figure 5: Stylized Map to Show Geospatial Sampling in Peri-Urban Nepal

Red triangle represents sampled buildings
Blue circles identify Eligible households
* Represents a household that falls between 2 sampled buildings
** Represents a household outside of the ward boundary (on the other side of the yellow road on the map)
*** Represents a household interviewed in a location far from any originally sampled household, such a community center or café.

Note: Figure does not represent actual geographic locations of sampled buildings or interviewed respondents
Figure 6: Flow Chart of AAPOR Categorizations of Household Eligibility

Adapted from Beerteen, Lynn, Laiho, and Martin (2015)
Figure 7: Rural Tanzania Final Weights (W) by Sub-village (1-7)
Figure 8: Urban Tanzania Final Weight (W) by Mtaa

![Graph showing final weight (W) by Mtaa with min, median, and max values represented.](image-url)
Figure 9 A & B: Nepal Final Weights by Ward (10 wards)
Note the difference in magnitude along the y-axis between Figure A and Figure B.
Figure 10: Comparison of Nonresponse Weights on the Social Desirability Index (SDI)
## 11. Tables

Table 1: Summary of sampling methods as proposed in Fottrel and Byass (2008) and the application of the technique to the context of the 3 pilot studies

<table>
<thead>
<tr>
<th>Pilot</th>
<th>Sampling Method</th>
<th>Technique</th>
<th>Translation to Context</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rural Tanzania</td>
<td>Proportional Stratified Sampling</td>
<td>Step 1: Determine the proportion of sampling units needed in each strata. Step 2: Assign a random number to each sampling unit. Step 3: Select sampling units from each strata using simple random methods until the desired sample size and ratio between strata is obtained.</td>
<td>Among 7 sub-villages of village, determine number of households needed based on posted population sizes. Assign households a number based on order. Using a random number generator, select households with children 12-17 from each of the sub-villages until the determined sample size for each sub-village is reached.</td>
</tr>
<tr>
<td>Urban Tanzania</td>
<td>Multi-Stage Sampling</td>
<td>Step 1: Randomly select geographical area for sampling. Step 2: Assign a random number to each sampling unit in the select area. Step 3: Sort sampling units by their random number. Step 4: Select sample units in ascending order of random number until desired sample size is reached.</td>
<td>Randomly selected 20 of 125 mitaa in predetermined urban city. Within selected mitaa, identified all cells and randomly identify one (or more). Within the selected cell, identify all households with children 12-17. Randomize order of households with 12-17 and sample until desired sample size within each mitaa.</td>
</tr>
<tr>
<td>Urban Nepal</td>
<td>Geographically Dispersed</td>
<td>Step 1: Randomly select # geographic areas. Step 2: Assign a random number to each sampling unit in each of the selected areas. Step 3: Sort sampling units by their random number. Step 4: Select sampling units in ascending order of random number until 50% of the desired sample in selected from each geographic area.</td>
<td>Purposefully selected 2 municipalities within Kathmandu District. ACV did not do this randomly to maximize variation within the municipalities. Identify wards within municipalities. Randomly select 50% of the wards in each municipality. Identify all buildings (sampling units) within selected wards. Randomize order of sampling units. Establish 10 as the target number of units per ward. Select first 10 random sampling units within each ward. Further steps identify which households contain children 12-17 using a random walk method.</td>
</tr>
</tbody>
</table>
Table 2: AAPOR Outcome Rate Formulas (AAPOR 2016)

| Response Rates |  
|----------------|---|
| RR1            | $\frac{I}{(I + P) + (R + NC + O) + (UH + UO)}$ |
| RR3            | $\frac{I}{(I + P) + (R + NC + O) + e(UH + UO)}$ |
| RR5            | $\frac{I}{(I + P) + (R + NC + O)}$ |

| Cooperation Rate |  
|------------------|---|
| COOP1            | $\frac{I}{(I + P) + R + O}$ |
| COOP3            | $\frac{I}{(I + P) + R}$ |

| Refusal Rates    |  
|------------------|---|
| REF1             | $\frac{R}{(I + P) + (R + NC + O) + (UH + UO)}$ |
| REF2             | $\frac{R}{(I + P) + (R + NC + O) + e(UH + UO)}$ |
| REF3             | $\frac{R}{(I + P) + (R + NC + O)}$ |

| Contact Rates    |  
|------------------|---|
| CON1             | $\frac{(I + P) + R + O}{(I + P) + (R + NC + O) + (UH + UO)}$ |
| CON2             | $\frac{(I + P) + R + O}{(I + P) + (R + NC + O) + e(UH + UO)}$ |
| CON3             | $\frac{(I + P) + R + O}{(I + P) + (R + NC + O)}$ |

Key:
- Eligible Households that were interviewed
  - Completed Interview (I)
  - Partial Interview (P)
- Eligible households that were not interviewed
  - Refusals and break-off (R)
  - Non-contact (NC)
  - Not interviewed for other reasons (O)
- Households not interviewed and unknown if the household would be eligible (UH)
  - Unknown for any other reasons (UO)
- Ineligible households (IE)
- $e =$ estimate of the probability of UH being eligible
In these households, the field research team did not attempt to contact the household at all via phone or visit. In Nepal, the geographic layout of the sampling meant that some wards were very remote and if the team ran out of time to visit all households, the ward was not visited again.

The team often encountered households that were located in areas that the jeep or transport was unable to travel to. Additionally, we encouraged field researchers not to put themselves in danger if approaching a house with a guard dog, if they were unable to call or shout to the inhabitants of the house.

This category includes notes in the paradata like “gave up”, “didn’t find”, or “no one home”. In other words, there was an attempt to find household members, but it was unsuccessful.

In a special category for Nepal, problems with the phone connections were recorded. In Nepal, there was a pre-screening process that collected the phone numbers of sampled households about 2-6 weeks before the field team went to the locations. Because the primary contacting of the household was done via phone, the Nepal team encountered barriers when the service was shut off or the line was blocked.

---

46 This is in contrast to Tanzania, where a community leader was showing the field team to the home in person.
Table 4: AAPOR Reporting Outcomes Measures for ACV Pilots in Rural Tanzania, Urban Tanzania, and Nepal

<table>
<thead>
<tr>
<th></th>
<th>Rural Tanzania (BS)</th>
<th>Rural Tanzania</th>
<th>Urban Tanzania (BS)</th>
<th>Urban Tanzania</th>
<th>Nepal (BS)</th>
<th>Nepal (BS)</th>
<th>Total (BS)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Response Rates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RR1</td>
<td>76%</td>
<td>64%</td>
<td>77%</td>
<td>73%</td>
<td>79%</td>
<td>76%</td>
<td>78%</td>
</tr>
<tr>
<td>RR3</td>
<td>80%</td>
<td>67%</td>
<td>77%</td>
<td>73%</td>
<td>80%</td>
<td>77%</td>
<td>79%</td>
</tr>
<tr>
<td>RR5</td>
<td>91%</td>
<td>75%</td>
<td>84%</td>
<td>80%</td>
<td>86%</td>
<td>83%</td>
<td>87%</td>
</tr>
<tr>
<td><strong>Cooperation Rates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COOP1</td>
<td>99%</td>
<td>99%</td>
<td>94%</td>
<td>94%</td>
<td>88%</td>
<td>88%</td>
<td>93%</td>
</tr>
<tr>
<td>COOP3</td>
<td>100%</td>
<td>100%</td>
<td>95%</td>
<td>95%</td>
<td>90%</td>
<td>90%</td>
<td>94%</td>
</tr>
<tr>
<td><strong>Refusal Rates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>REF1</td>
<td>0%</td>
<td>0%</td>
<td>4%</td>
<td>4%</td>
<td>8%</td>
<td>8%</td>
<td>5%</td>
</tr>
<tr>
<td>REF2</td>
<td>0%</td>
<td>0%</td>
<td>4%</td>
<td>4%</td>
<td>9%</td>
<td>9%</td>
<td>5%</td>
</tr>
<tr>
<td>REF3</td>
<td>0%</td>
<td>0%</td>
<td>4%</td>
<td>4%</td>
<td>9%</td>
<td>9%</td>
<td>5%</td>
</tr>
<tr>
<td><strong>Contact Rates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CON1</td>
<td>77%</td>
<td>81%</td>
<td>82%</td>
<td>83%</td>
<td>90%</td>
<td>90%</td>
<td>83%</td>
</tr>
<tr>
<td>CON2</td>
<td>80%</td>
<td>83%</td>
<td>82%</td>
<td>83%</td>
<td>91%</td>
<td>91%</td>
<td>85%</td>
</tr>
<tr>
<td>CON3</td>
<td>90%</td>
<td>75%</td>
<td>89%</td>
<td>85%</td>
<td>96%</td>
<td>93%</td>
<td>92%</td>
</tr>
</tbody>
</table>

BS = inclusion of households with eligible children away at boarding school students as non-contact (NC). Definitions of AAPOR outcome measures found in Table 2.
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